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Limitations in processing and memory resources are known to adversely affect software productivity. Our findings indicate that limitations in interconnection network resources affect software as much as or more than processing and memory constraints. This work forms a basis to extend existing software estimation models to describe real-time multiprocessor systems.

Table 1. Comparison of costs and development time between minimum hardware cost and minimum total cost scenarios. Percentages are in parentheses. Data taken from [6].

<table>
<thead>
<tr>
<th></th>
<th>Hardware Costs</th>
<th>Software Costs</th>
<th>Total Cost</th>
<th>Development Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum Hardware Cost</td>
<td>$281,000 (11)</td>
<td>$2,360,000 (89)</td>
<td>$2,640,000</td>
<td>32 Months</td>
</tr>
<tr>
<td>Minimum Total Cost</td>
<td>$432,000 (32)</td>
<td>$911,200 (68)</td>
<td>$1,343,200</td>
<td>28 Months</td>
</tr>
</tbody>
</table>

Figure 1. Relation between relative software effort (RSE) and processor utilization as determined from the PRICE S software estimation model [5].

Here we discuss the impact of hardware on software development and report our findings on the impact of a major multiprocessor hardware component—the interconnection network—on software cost, reliability, and maintenance. We believe this work provides a basis to extend current parametric cost-estimating models to describe real-time multiprocessor systems.

Processing and Memory Resources Impact Software Productivity and Quality

It is well known that limitations in processing and memory resources increase the effort required to develop software. Under these constraints, developers must deal directly with the operating system and hardware; therefore, detailed knowledge of the machine architecture is required. Coding in low-level languages is often required and high-level development tools cannot be used [5]. This effect is expressed in parametric cost-estimating models applied to software development, e.g., Constructive Cost Model (COCOMO), Revised Enhanced Version of Intermediate COCOMO (REVIC), PRICE S, and SEER-Software Estimating Model. For example, with the PRICE S model, when processor utilization—defined as the fraction of available hardware cycle time utilized—is below 0.5, software effort is not affected. As utilization is increased above 0.5, the required software effort increases nonlinearly and is 2.33 and 4.0 times higher relative to nonconstrained utilization when processor utilization is 0.9 and 0.95, respectively (Figure 1). The identical relation-
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ship is given for memory utilization and software effort [5]. The defect rate, which affects the reliability of the system, increases in a similar fashion, increasing from 1.8 errors per thousand lines of code to 2.9 at processor utilization of 0.5 and 0.9, respectively (Figure 2).

**Adding Processing and Memory Resources Can Decrease Software Costs**

As part of the RASSP (rapid prototyping of application-specific signal processors) program, Jim Anderson of the Massachusetts Institute of Technology Lincoln Laboratory used parametric cost-estimation techniques to examine the effects of memory and processor constraints on the development costs of a synthetic aperture radar (SAR) processor [6]. For his model system, he chose an unmanned air vehicle (UAV) SAR benchmark developed at Lincoln Laboratory for the RASSP program. According to Anderson, hardware costs can be minimized by supplying enough processing (1 billion floating point operations per second) and memory resources to meet and not exceed application requirements. With commercial hardware, this can be realized with six Mercury MC 64 x 4m cards, each with four 40 megahertz Intel 1860 processors and 16 megabytes of Dynamic Random Access Memory. In addition, a commercial back-plane-mounted crossbar switch, a Motorola JVM E167 system controller card, and a custom radar interface card are required. The resulting processor will have a memory utilization of 86 percent and processor utilization of 88 percent for a total hardware cost of $281,000 (Table 1).

According to Anderson, these requirements are not unusual for UAV applications where size, weight, and power must be minimized. However, the software costs and development time corresponding to the above memory and processor constraints are $2,360,000 and 32 months, respectively, as determined by the REVIC software cost estimating model. This cost was determined by estimating the code to be 8,750 uncommitted source lines of code, requiring 155 programmer-months, 152 programmer-hours per programmer-month, and $100 per programmer-hour. With this minimum hardware cost scenario, software development is 89 percent of the total development expense of $2,640,000.

Minimizing the total system cost can be achieved by adding enough hardware resources so that memory and processor utilization does not have an adverse affect on software cost. This occurs when both memory and processor utilization are below 50 percent (Figure 1). This is achieved by increasing the number of Mercury MCV6 cards from six to 11 with no change to the rest of the hardware. The result is an increase in hardware costs by a factor of 1.8, to $432,000, and a decrease in software costs by a factor of 2.59, to $911,200 (Table 1). The development time is also decreased from 32 to 28 months. Anderson’s example shows how development cost can be dominated by software and that a greater investment in hardware can substantially reduce overall system development costs. The net result is a superior product at half the cost of the minimum hardware product.

**Interconnection Network Resources Impact Software Productivity and Quality**

Interconnection bandwidth¹ has been identified as directly impacting the ease of programming large supercomputers for high performance [7, 8]. Consequently, software development costs can be substantial due to the considerable effort required to obtain specific optimizations that are highly tuned to the particular distribution of data and machine [9]. This sentiment was supported by numerous personal communications with experts in the supercomputer and real-time embedded digital signal processing domains. Howard Shrobe has identified limited bandwidth as one of the “seven deadly sins” of software engineering [10]. Although it has been recognized that programming multiprocessors is more difficult when interconnection bandwidth is limited, this relation has not been quantified.

**Bisection Bandwidth and Software Productivity**

To quantify the relationship between bandwidth constraints and software productivity, estimates were obtained from experts experienced in the development of multiprocessor applications—seven experienced in real-time embedded signal processing and one in high-performance supercomputing. In addition, a questionnaire, developed at the University of Colorado, was used to collect additional information, e.g., impact on software quality and maintenance, and provide a check on model estimates. Eleven multiprocessor experts responded to the questionnaire, including seven of the above eight. We believe this was a suitable approach to determine the general relationship between bandwidth constraints and software productivity, thus reflecting an industry average. As a measure of bandwidth constraint, we use bisection bandwidth utilization (BBU), defined as the average fraction of available bisection bandwidth² that is used during data transfers. We believe this to be a useful measure of the difficulty encountered by a software developer, since bisection bandwidth is the critical bottleneck when performing global data transfers such as corner-turn³ operations inherent in digital signal processing applications. Also, it is consistent with measures of hardware constraints used in existing parametric cost-estimation models, i.e., processor and memory utilization.

As a measure of software productivity, we define relative software effort (RSE) as the ratio of the effort required to de-
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Figure 2. Typical relation between processor utilization and defect rate. Data courtesy of Jim Otte, PRICE Systems.
develop software relative to the effort required if bandwidth were not constrained. A relative measure was chosen to normalize data and enable pooling from a broad range of application parameters, such as size of application and programming language.

The relationship between BBU and RSE is given in Figure 3. RSE is not affected until BBU reaches 0.3, beyond which RSE increases nonlinearly, increasing to 3.8 at a BBU of 0.9. As BBU approaches 1.0, RSE becomes extremely high and the relationship is undefined, although in practice other factors likely become important. Some of the experts interviewed stated that dramatic increases in software costs initiate other decisions. For example, the program can be temporarily called to a halt while the organization waits until faster hardware becomes available or custom hardware is developed.

These results indicate that bisection bandwidth constraints have a more dramatic impact on software productivity than either memory or processor constraints. The adverse impact of bandwidth constraints sets in at a BBU of 0.3, compared to 0.5 for processor or memory utilization. Also, the RSE is 2.2 for a BBU of 0.8 compared to 1.5 when processor utilization is 0.8 (Figures 1, 3).

### Bisection Bandwidth and Software Quality, Complexity, and Reliability

The reliability of a system will depend on the quality of the software, indicated by the defect rate, and it is well known that defect rates are higher when software becomes more complex [11]. As with processing and memory constraints, when bandwidth is limited, the software becomes more complex, which results in higher defect rates. Often, one is forced to decompose the problem by task as opposed to data domain. Task parallelism is more asynchronous than data parallelism, introducing a load balancing problem and making synchronization more difficult. Also, it is often necessary to write low-level communication protocols and reduce communication, both of which are extremely difficult. The code must be made more efficient, which often requires programming in lower-level languages such as Assembly, resulting in complex code that is hard to understand. This can have a significant impact on the test and integration phase of a system as errors are more difficult to detect when code is complex. In fact, many errors go undetected until the operation and maintenance phase.

### Bisection Bandwidth and Software Maintenance

Software maintenance, which includes fixing defects and upgrading functionality, is generally the most costly phase of the lifecycle [10]. For example, the cost to develop 236,000 lines of code for an F-16 fighter system was $85 million, whereas the maintenance cost was $250 million [3]. It is extremely difficult to fix defects and upgrade functionality on complex systems. When part of the system is changed, the effect on the rest of the system must be determined, which requires considerable testing to ensure that the system is fully operable. For high-reliability systems, 75 percent of the time in an upgrade cycle is spent in testing and analyses [10]. With a bandwidth-constrained system, the maintenance phase requires more effort as the added complexity makes it more difficult to test the system.

Upgrading functionality can put increased demands on communications resources, which results in an increase in the utilization of available bisection bandwidth, thus making software development and testing increasingly difficult (Figure 3). It may also be necessary to reallocate bandwidth on the original application to accommodate the added functionality, which requires additional software design and development. If bandwidth is constrained in the original application and upgrades continually require additional bisection bandwidth, software development will become increasingly more difficult until upgrades are no longer possible.

### Advantages of Additional Communication Resources

Given the substantial impact of bandwidth constraints on software development and maintenance costs, it may be strategically advantageous to invest in high-bandwidth interconnection networks or to develop new interconnection technologies. One promising technology is free-space optics in which data is transmitted through free space by unguided optical beams. The Defense Advanced Research Projects Agency (DARPA) recently initiated the Free-Space Optical Interconnect Accelerator Program with the intent to transfer this technology to military systems.

Besides providing direct savings in software costs, additional advantages can be realized by increasing bandwidth. This includes greater capability in Department of Defense (DoD) radar and imaging applications by enabling communication-intensive algorithms and by effectively implementing shared-memory systems. Greater capability may have direct impact on mission effectiveness, i.e., reduced loss of aircraft and life, and, therefore, on national security.

It is widely recognized that shared-memory systems are easier to program than message-passing systems that require extensive “tuning” to achieve optimal performance through locality and are more difficult to modify [8]. A shared-memory machine, with uniform memory access, does not require the programmer to be concerned about data locality to achieve optimal performance, which makes it easier to develop, maintain, and reuse code. However, to effectively implement locality independence and make dynamic load balancing effective, a high bandwidth interconnection network is required [8].
MultiProcessor Model for Software and System Cost Optimization

A number of parametric models have been developed to estimate software development costs for uniprocessors. These models can be used to estimate software effort and related factors such as schedule length once one determines the size of the software and attributes inherent in the project and development process, including:

- Product complexity and reliability requirements.
- Memory and processor constraints.
- The level of application and programming experience of the employees.
- The use of modern programming practices and development tools.

To apply these models to multiprocessor systems, the impact of the interconnection network is included implicitly through attributes such as product complexity. However, this does not enable one to exploit the full benefits of modeling, i.e., trade-off analyses, to optimize software and system costs. For meaningful optimization, the relations between individual multiprocessor hardware components (processors, memory, and interconnection network) and software productivity and quality must be explicitly included in the model. Additional factors to consider are the number of processors and the interdependencies between major hardware components, e.g., to accommodate for bandwidth constraints requires increasing processor and memory requirements.

Developers of real-time multiprocessor systems have expressed a desire for such a model. A model of this nature should be extremely useful for the rapid design and prototyping of cost-effective real-time multiprocessor systems. It would enable trade-off analyses to be made in the early stages of development, e.g., conceptualization, and would support decisions on high-level issues such as technology choices. It would also be desirable to include the maintenance phase in a real-time embedded software estimation model. This would allow one to optimize for upgrades and enable trade analyses based on the entire lifecycle of the system. We believe a modeling tool of this nature would produce substantial savings in costs over the lifecycle of an application.

Summary

Existing models, developed for uniprocessors, consider processing and memory constraints but do not consider parameters unique to multiprocessors such as bisection bandwidth constraints or number of processors. We have found that bisection bandwidth constraints impact software development as much as or more than processing and memory constraints. For this reason, the importance of bisection bandwidth should not be overlooked when estimating software costs for real-time embedded multiprocessors.

This work provides a basis to extend existing parametric software cost-estimating models to describe real-time embedded multiprocessor systems. Such a model would make it possible to perform trade analyses to optimize system cost and performance, which will lead to substantial savings in development and maintenance costs, increased performance, and easier upgrades.
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Notes
1. Bandwidth is defined as the rate at which an interconnection link can transfer information. For digital systems it is measured in bits per second.
2. Bisection bandwidth provides a measure of the communication resources of the network. For a symmetric network, bisection bandwidth is determined by dividing the interconnection network into two equal parts, each with half the processing nodes, and summing the bandwidth of all lines crossing the dividing line.
3. The corner-turn, also called a transpose, is an “all-to-all” communication operation in which the processors on the network send data to each other in preparation for the next computation operation. This operation is important in certain signal-processing applications, e.g., two-dimensional fast Fourier transform and SAR, and can severely overload the network and stall computation.
4. This was supported by the questionnaire as seven of 10 claimed that bisection bandwidth constraints can affect software development as much as or more than memory constraints, and eight of 10 claimed that software development is affected as much as or more than when processing is constrained.
5. Ten of 11 experts surveyed claimed that bandwidth constraints increase software complexity and six of six claimed that bandwidth constraints affect defect rate by making code more complex.
6. Eight of 10 interviewed stated that bandwidth constraints make the maintenance phase more difficult because the added complexity makes it more difficult to test the system.
7. Seven of 11 experts interviewed stated that adding new functionality to a previously developed application will use additional bandwidth. The remaining four said it can, depending on whether the tasks are scheduled concurrently.