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This article provides a summary of recent research that investigated the use of visual languages (VLs) and visual programming environments (VPEs). The study reviewed the state of the practice for developing software using VLS and managing these development activities. The study concluded that there is little evidence of the use of mature practices and recommends candidate metrics for VLs and VPEs as a first step toward a method to estimate the effort required to develop software using VLs and VPEs.

Increased demand for reliable and useful software applications has led to generations of advancements in software languages and development environments. Examples include:
- The evolution from early languages, such as assembly language, to higher-order languages and fourth-generation languages.
- The development and implementation of frameworks or software engineering environments that are populated with any number of productivity tools.
- The development of graphical (or visual) front-ends for existing computer languages called VPEs.
- The development and use of VLs that allow developers to generate applications entirely within a visual environment.

Currently, the use of VPEs and VLs for general-purpose programming is undergoing such rapid adoption that it could be called a visual explosion. Applications developed using VPEs and VLs are developed rapidly and differently from applications based entirely on textual languages. It is important to understand these differences and to approach managing projects that use VPEs and VLs in a way that will allow effective project control, i.e., delivering quality software on time and within budget without interfering with the advantages inherent in the use of visual tools.

Definitions
The following definitions are used to help form a context for the tools used to build applications visually.

- **Visual Language**: A computer language that uses a visual syntax, such as pictures or forms, to express programs. Text can be part of a visual syntax.
- **VL Taxonomy**: A system to classify VLs.
- **Visual Programming**: Software development that uses a visual representation of the software and allows developers to create software through managing and manipulating objects on a visual palette. Also called graphical programming.
- **Visual Programming Environment**: The graphical user interface (GUI) and graphical tools that are used to manage and manipulate objects on a visual palette, construct programs, interface with other software, manage the software, and execute the software.

This article provides a summary of recent research concerning the use of VLs and VPEs. The study reviewed the state of the practice for developing software using VLs and managing the development activities. Our research revealed that there is little evidence of the use of mature practices and recommends candidate metrics for VLs and VPEs as a first step toward a method to estimate the effort required to develop software using VLs and VPEs.

**Purpose of the Research**
VLs and VPEs are being studied to learn how to estimate and manage software development using these new languages and environments. The goals of this initial research are to:

- **Identify “countables” or metrics related to VL and VPE development processes and software products.**
- **Develop an estimation model for software developed visually, i.e., using VLs and VPEs.**

VLs and VPEs are of interest because they are presently being used to develop real applications in a range of sizes and degrees of criticality. Examples include:

- GUI and GUI-related application development.
- Database search engines, e.g., visual query languages.
- Data capture and maintenance.
- Real-time data presentation.
- Space-qualified guidance, navigation, and control.
- Other real-time control systems, including aerospace and automotive applications.

With all this activity, little evidence has been found that mature practices are being used to manage development using VLs and VPEs. These types of languages are reported to be “fun to use,” and the literature has yet to address the management issues that may be involved in moving from a textual model to a visual model of software development.

In addition, no evidence was found that groups using VLs and VPEs use a repeatable method to estimate development cost, effort, size, or schedule. The issues of developing large-scale applications where formal estimates and management tracking are important have only recently been addressed at any level, and the research is still in its infancy.
Initial Results
The research focused on six specific areas:
• Finding definitions for visual languages.
• Identifying examples of commercially available VL and VPE products.
• Identifying published productivity gains and other benefits of using VLs and VPEs.
• Finding evidence of VL and VPE use in government software applications.
• Examining current VL-related measurement work.
• Identifying potential metrics for VL and VPE development.

Examples
Tables 1 and 2 provide a limited set of examples of commercially available VLs and VPEs, respectively. The examples provide comparisons between VLs and VPEs, e.g., the output from a VPE generally is code for a specific textual programming language, and they indicate the variety of domains currently served by VLs and VPEs.

Advantages and Disadvantages
Developing software visually has a number of advantages and disadvantages, which are summarized in the following paragraphs. Support for the advantages regarding quick results and potential increases in developer productivity are documented in the literature on visual programming. For example,
• An empirical study reports that it is easier to write programs visually than textually [1].
• Comparative studies report that there is a four to 10 times productivity gain over traditional programming techniques when working in a visual environment [2].
• A more recent empirical study concludes that visual representation improves human performance [3].

Advantages
Advantages gained through using VLs and VPEs include the following:
• They provide an opportunity for domain engineers, rather than software engineers, to develop software applications.
• Visual communication is intuitive—visual communication uses pictures rather than words (code).
• They provide quick initial results—you can examine the results sometimes within hours rather than months.
• Rather than using formal specifications to guide development, they provide a means to implement participatory development approaches using prototyping techniques and “conversations.”
• They take advantage of powerful workstations and tools by providing the capability to work with pictures rather than words.
• They provide the potential to increase software development productivity.
• They provide the potential to lower lifecycle costs.

Disadvantages
There are some potential problems that may be expected from using VLs and VPEs. These disadvantages are derived from discussions with managers and software developers who work with VLs and VPEs.
• VLs and VPEs require a new way of doing business throughout the software lifecycle, including development, test, acceptance, and maintenance—the rules have been significantly changed.
• Programmers (or software engineers) are not required; however, the quality of software produced by domain engineers may be suspect. (It is too easy to jump right in and program.)
• No industry standards are in place to control the visual languages and environments. More traditional languages, e.g., C and Ada, are standardized through concurrence of members of the software engineering community and maintenance by standards organizations. This control does not yet exist for VLs and VPEs.
• Little or no formal qualification is done for new applications because of the lack of specifications and known requirements.
• Often, especially for VLs, the bindings to other languages are weak or nonexistent.

<table>
<thead>
<tr>
<th>Visual Programming Environment</th>
<th>Computer Language Output</th>
<th>Vendor</th>
<th>Domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual Programmer</td>
<td>C++ and Ada</td>
<td>VZCORP</td>
<td>General Purpose Component-Based Development</td>
</tr>
<tr>
<td>MatrixX</td>
<td>C, Ada, Proprietary Scripting Language</td>
<td>ISI</td>
<td>Control Systems</td>
</tr>
<tr>
<td>VXP</td>
<td>Motif</td>
<td>Free from OSI</td>
<td>GUI Builder for X Applications</td>
</tr>
<tr>
<td>Café</td>
<td>Java</td>
<td>Symantec</td>
<td>Internet and Intranet Applications</td>
</tr>
</tbody>
</table>

Table 1. Examples of commercially available VLs
• Configuration control is not often considered, and the visual representations may be difficult to control using current commercially available configuration management tools.
• Development issues can be deceptively complex.
• The apparent ease of use for these tools invites abuse.

New Development Models
New software development models are rapidly evolving as VL and VPE applications become more accepted. In general, these models are typified as being highly participatory with developers and users or other domain experts working closely to develop each application. The application tends to be its own “specification” where little upfront documentation is developed and “approved” in the traditional sense of approval.

Participatory development styles tend to involve developers, users, and other stakeholders in several ways, including
• A conversation model where the software developer and user work together with the computer to interactively build an application [4].
• “Memos and demos” that allow multiple iterations with documented output, high user visibility, and minimal specification.
• Evolutionary development using an integrated small “hot team” that consists of software developers, domain engineers, and other stakeholders to concurrently develop an application and gain approval of it. These approaches show many similarities with rapid prototyping, including strong user (or customer) interaction during development. The software is developed, used, and refined as necessary, based on lessons learned, rather than waiting for traditional qualification or validation.

In general, formal milestones, e.g., requirements and design reviews, often are either missing or ill-defined. There are often no (or limited) formal reviews. Requirements and design are implicit in an acceptable application. Usually, the electronic design as implemented is the only representation of the application. There is often either limited or no formal testing. The project is done when the user and the developer agree that it is, or when the money runs out.

Critical government application development using VLs and VPEs have a somewhat different approach—attempts have been made to integrate evolutionary development with formal documentation and decision points. However, the concept of application development and testing appears to need further refinement. Some of the questions that should be addressed to provide confidence in these applications include
• What is a visual software “unit”?
• How detailed are the requirements?
• How do you verify software for critical applications?
• Is there a new concept of complexity?

Evidence of Government Use
Table 3 provides examples of government agencies that have used VLs or VPEs to help meet their software needs, the name of the VL or VPE used, the application domain in which the VL or VPE is used, and a brief description of the program or application area. Many other examples could be cited, but these provide an indication of the breadth of government applications being developed using VLs and VPEs.

VL-Related Software Measurement
Some inroads have been made into defining measures that are applicable to VLs and VPEs. Empirical information has been gathered, as previously discussed, and some related studies have been completed. In addition, some commercial information has been developed that may be applicable to software developed visually. Examples include
• Studies such as Jeffrey V. Nickerson’s “Visual Programming” [5] and E. Glinert’s “Towards Software Metrics for Visual Programming” [6].
• Commercial information such as “Project Management for OOD Development” [7] and “Counting a GUI Application” [8].

This information leads to the conclusion that a number of “countables” can be defined to support definition of VL metrics. Candidate countables are discussed in the next section.

Candidate Metrics for VLs and VPEs
The countable items currently being considered as candidates for further research fall into four categories. Examples of each of these categories along with possible advantages and disadvantages follow.

Physical Measures
Physical measures are measures of the outputs from the development effort. Those identified include the following:
• Run-time memory size, e.g., kilobytes or megabytes of memory.
  Advantages: Provides hard data that can be compared to applications

Table 3. Evidence of government applications using visual languages.

<table>
<thead>
<tr>
<th>Government Agency</th>
<th>VL or VPE</th>
<th>Domain</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASA/JPL</td>
<td>LabVIEW</td>
<td>Data Analysis</td>
<td>Telemetry Data Analyzer for Galileo Mission</td>
</tr>
<tr>
<td>U.S. Army</td>
<td>LabVIEW</td>
<td>Data Analysis</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>NASA/JPL</td>
<td>VEE</td>
<td>Instrument Control</td>
<td>Software to Support the Test of Flight Electronics</td>
</tr>
<tr>
<td>NASA</td>
<td>MatrixX</td>
<td>Control Systems</td>
<td>International Space Station</td>
</tr>
<tr>
<td>U.S. Air Force</td>
<td>Virtual Programmer Ada95</td>
<td>Ada Components</td>
<td>Ada Joint Program Office-Sponsored VPE validation</td>
</tr>
</tbody>
</table>
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Advantages: May not correlate well with effort for applications that need to be extremely efficient, e.g., real-time embedded systems with processor limitations. Size of application could grow substantially with unnecessary features, use of interpretive (rather than compiled) languages, etc.

- Processor(s) utilization, e.g., cycle time, number of cycles used, and percent of processor resources required to run an application. Advantages: Provides hard data that can be compared to applications built using traditional textual languages. Disadvantages: May not correlate well with effort for applications that need to be extremely efficient, e.g., real-time embedded systems with processor limitations. Size of application could grow substantially when processor utilization is not considered to be application critical, e.g., for data systems or other systems where memory and processing time do not need to be optimized. Interpretive language applications generally use significantly more processing resources than compiled applications, may be much easier to develop and verify, and may provide substantially less functionality when compared with compiled counterparts.

- Source lines of code (SLOC) equivalents, e.g., high-level language SLOC outputs from a VPE and functional cell contents from a spreadsheet. Advantages: SLOC are still the most used indicators of application size and allow data to be normalized based on an understandable concept. The concept of SLOC is generally understandable to software managers. Disadvantages: The concept of SLOC may not be in any way applicable to some VLS. A clear definition of SLOC needs to be used consistently to obtain consistent results. Where SLOC are automatically generated from a VPE, derived measures such as descriptiveness may not be useful or applicable. There are likely to be differences in SLOC output depending on whether the count is of automatically generated code from a VPE or hand-generated script code that may be an adjunct to the visual aspects of a VL or VPE.

Countables in the Visual Medium: These items are entities in the physical design representation. They include:
- Objects (number, semantic complexity), e.g., items on a diagram, number of diagrams, and complexity of the content of a diagram or item on a diagram. Advantages: Objects can be visually examined and counted. Within a single language or environment, object counts should yield repeatable results across several applications. This metric should help to quantify effort and schedule when combined with other measures such as number of connectors, number of interconnections, and some concept of inheritance. Some work already has been completed on complexity of applications developed with VLS. Disadvantages: May not be comparable across languages or environments. May not be easy to estimate until a design is well under way.
- Connectors (number, data complexity, control complexity), e.g., connectors between items on a diagram or indicating interfaces to items on connecting diagrams. Advantages: Connectors can be visually examined and counted. Within a single language or environment, connector counts should yield repeatable results across several applications. This metric should help quantify effort and schedule when combined with other measures such as number of objects and some concept of bandwidth. Disadvantages: May not be comparable across languages or environments. May not be easy to estimate until a design is well under way.

Advantages: Provides hard data that can be compared to applications built using traditional textual languages. Disadvantages: May not correlate well with effort for applications that need to be extremely efficient, e.g., real-time embedded systems with processor limitations. Size of application could grow substantially with unnecessary features, use of interpretive (rather than compiled) languages, etc.

OO-Related Measures: These items include measures that have been developed for object-oriented (OO) applications. There is an inherent assumption in these measures that applications developed visually use an extended concept of object orientation. Thus, the candidate measures include:
- Inheritance, e.g., depth of inheritance and number of children within a class.
- Encapsulation, e.g., measures of how well a class (with its subclasses) provides information hiding and consistent object representation from a single (or minimal number of) source(s). Examples are lack of cohesion in methods or coupling between classes.
- Number of interconnections, e.g., counts of "uses" and "used by" for a class or all classes within an application. Also could be counts of interfaces with external items.

Advantages: Combined with number of classes in an application, provides a primary indication of application size and a "quick" estimate of application complexity. Can be counted...
Advantages: Can be counted in a design medium. Can be used to develop size estimates for OO applications. May be useful for VL applications that do not use OO development techniques. May be useful in combination with counting objects on a visual palette.

Disadvantages: May not be available early enough in the software lifecycle to support effort estimation until a reasonable amount of time has been expended on design. Counts of abstract objects and their utility to estimate VL or VPE applications is unclear.

Function Point-Related Measures
Function points have been developed and used successfully for a number of years. Classical function points and extensions to function points could be applicable to estimates of effort for applications developed using VLs and VPEs. The applicable measures could include:

- **Function points**, as defined in the International Function Point Users Group counting practices manual [8].

  **Advantages:** Provides a well-documented and understood approach to derive estimates of size, effort, and schedule for software applications. Can be counted in a design medium. Although function points have been shown to be useful in the information systems domain, some advocates claim that extensions, such as object points and feature points, can be adapted for OO and real-time applications.

- **Object points**, e.g., counts of objects in an OO development environment.

- **Feature points**, e.g., extensions to function points to account for the effort required to implement algorithms for real-time applications. Advantages: Provides a well-documented approach to derive estimates of size, effort, and schedule for software applications that have real-time constraints.

  **Disadvantages:** Requires interpolation and may need to be combined with other metrics, e.g., SLOC estimates, to incorporate the algorithmic information necessary to develop cost and effort estimates. Not easy to define or implement. May not be available early enough in the software lifecycle to support effort estimation until a reasonable amount of time has been expended on design. May not be "countable" in completed applications.

**Next Steps**

This research has identified a gap in the state of software development practice for estimation and measurement. Several of the practitioners of VLs and VPEs we contacted in the course of this research (including government organizations, academia, consultants, and industry) share our interest in continuing this work and have expressed the desire to form a special interest group or consortium.

We are actively seeking sponsorship and collaborators to continue this work. We have a plan to develop, using the combined expertise of our collaborators, and verify a metrics-based effort estimation model for VLs and VPEs. Once the estimation model is developed and validated, the technology will be made available to the software community at large.
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Note
1. Domain engineers are subject matter experts and may include, for example, mathematicians and control engineers.