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Advanced software technologies are required for the success of homeland security, missile defense, intelligence/surveillance/reconnaissance, and precision engagement. State-of-the-art software technologies for system architecture development such as model-driven computing, reference architectures, and supporting technology enablers are needed for these critical systems.

The events of 9-11 in America and the ongoing actions throughout the world have keenly focused our thoughts on issues of protection and homeland security. Portions of the solutions to these problems will be in better human intelligence, greater diligence, and resources applied to traditional security. However, technology-driven solutions are needed to better increase the use of in-place resources and meet newer threats.

Four system areas are vital to protecting America: homeland security, missile defense, intelligence/surveillance/reconnaissance (ISR), and precision engagement. These all require advanced software technologies that will enable the development of integrated mission systems. These technologies go beyond existing software technologies traditionally focused on stovepipe software component or platform solutions. Technologies supporting system architecture development are important for mission success.

Homeland Security

The threat of terrorist attacks in the United States brings into vivid focus the need to harness technology to detect threats and protect against and respond to them. Table 1 presents a list of some recent initiatives directly related to homeland security; the applicable enabling advanced software technologies are also listed. In some stand-alone activities such as bomb detection or airline missile protection, no new software technologies are needed. More work in domain-specific algorithms may be required, but fundamental software techniques are adequate for these programs to succeed.

Common to many homeland security programs is the need for searching, mining, and analyzing large databases (for example, visa tracking, biometric pattern matching, and analysis of foreign language materials). The fundamentals of these types of database technologies exist and upgrades in technologies are ongoing, particularly in enhancements to speed and accuracy.

New needs to integrate communication systems from agencies that formerly did not use common equipment (police, fire, etc.) and the need to fuse information such as weather data and models of chemical/biological agents requires the integration of existing system architectures. Tools and techniques to develop these software-intensive system architectures such as using ontology for information definition/retrieval and using reference architectures are needed for the successful development of these systems.

Missile Defense

Recent developments in world events and national policy have renewed the dialogue on missile defense. The mission of missile defense is to defend successfully against missiles of all ranges (short, intermediate, and long) in all phases of flight (boost, midcourse, and terminal). All components must be fully networked to assure coordinated operations with very short timelines. An operational missile defense system must have three fundamental technical capabilities and associated software technologies: sensors, interceptors, and battle management, command, and control (BMC2), as shown in Table 2.

The sensor components (radar, infrared, and electro-optical) have been developed and will continue to be matured. We are seeing model-based software techniques used to support the definition of architectures and generation of executable code for some of these applications. The interceptor components of these systems require software data fusion approaches and system architectures to better enable the data fusion. The most software-intensive portion of missile defense is the BMC2 component. The need for handling large volumes of information accurately and within very short timelines places demands on the development of effective system architectures. This area requires a host of advanced software techniques to develop effective system architectures, as used in software techniques to aid human decision making (intelligent agents, cognitive computing techniques, etc.).

<table>
<thead>
<tr>
<th>Detection Systems</th>
<th>Advanced Software Technologies Needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airport Bomb Detection</td>
<td>● Software Technologies Are Adequate</td>
</tr>
<tr>
<td>Open Source Analysis</td>
<td>● Search Engines</td>
</tr>
<tr>
<td>Entry/Exit Visa Tracking</td>
<td>● Data Mining</td>
</tr>
<tr>
<td>Protection Systems</td>
<td>● Intelligent Database Searching</td>
</tr>
<tr>
<td>Biometrics</td>
<td>● Software Technologies Are Adequate</td>
</tr>
<tr>
<td>Commercial Airline Missile Protection</td>
<td>● Data Mining</td>
</tr>
<tr>
<td>Response Systems</td>
<td>● Predictive Analysis</td>
</tr>
<tr>
<td>Integrated Communications Systems (Fire, Police, National Guard, etc.)</td>
<td>● Information Organization/Retrieval Using Ontology</td>
</tr>
<tr>
<td>Chemical/Biological Agent Response</td>
<td>● Context-Sensitive Reference Architectures</td>
</tr>
<tr>
<td>Data Fusion for Virtual Weather Modeling</td>
<td></td>
</tr>
</tbody>
</table>
ISR
The ISR programs cover the full spectrum of information management, providing the ability to task, collect, process, exploit, and disseminate national and tactical target data (see Table 3). These abilities are crucial for warfighters to achieve information dominance throughout the entire battlespace. The ISR activities are typically composed of tasking, collection, and activities related to processing/exploitation/dissemination.

A key attribute of ISR is the system integration of multiple sensors, platforms, and networks. This system of systems is characterized by the need for well-defined system architectures to support the required interoperability and integration. New software technologies common to all tasks in ISR include ontology for information management, reference architectures, and model-driven computing architectures. Advances in data mining and intelligent agents will expedite handling of large information volumes in real time. Interoperability and information dissemination to various users will require new techniques to handle multi-level security issues.

Precision Engagement
Precision engagement systems enhance America’s defense by providing warfighters with highly accurate, adverse weather, rapid sensor-to-shooter capabilities required on today’s battlefields (see Table 4, next page). Precision engagement works in conjunction with ISR to provide a wide range of capabilities.

The information from ISR that is needed to provide targeting for precision munitions requires using software techniques that support the development of system architectures (ontology, reference architectures, and model-driven architecture development). In particular, shorter sensor-to-shooter timelines require a system architecture construction optimized for time sensitivity.

Software Technologies for System Architecture Development – A Common Theme
Systems being deployed and developed for protecting America require advanced software technologies. In some cases, where the particular system architecture is stand-alone or composed of mostly point-to-point connections and limited broadcasting, the software approaches of today are sufficient. There will still be needed development of more capable algorithms and processors to support those algorithms, but the underlying software tools, paradigms, and enablers do not require further extensive research and development to be successful.

In many of the other above cases, we find as a common theme the need for existing software capabilities to be extended so that large-scale systems/platforms can work together to achieve the required missions. We believe that success in the new system-of-systems environment is enhanced by using software that will be more intelligent and developed as a direct offspring of modeling and simulation activities within the context of executable enterprise reference architectures. These technologies are being developed today at Raytheon, other defense contractors, and university/research organizations.

The left column of Table 5 (see next page) shows mature deployed software technologies used in defense applications today. The right column summarizes the software advances needed for the system types previously described. While these

<table>
<thead>
<tr>
<th>MISSILE DEFENSE COMPONENT</th>
<th>ADVANCED SOFTWARE TECHNOLOGIES NEEDED</th>
</tr>
</thead>
<tbody>
<tr>
<td>SENSORS – DETECT, ACQUIRE, AND TRACK TARGET MISSILES; PREDICT THEIR PATH; IDENTIFY A THREAT AMONG DECOYS; AND DIRECT THE INTERCEPTOR TO DESTROY THE MISSILE</td>
<td>CONTEXT-SENSITIVE SOFTWARE REFERENCE ARCHITECTURES</td>
</tr>
<tr>
<td>INTERCEPTORS – SEEK, DISCRIMINATE, AND DESTROY TARGETS</td>
<td>DATA FUSION</td>
</tr>
<tr>
<td>BMC2 – PROVIDES THE COMMANDER WITH THREAT AND TRACKING DATA FROM SENSORS, SUGGESTS THE MOST EFFECTIVE RESPONSE, DIRECTS INTERCEPTORS TO THE TARGET, AND MEASURES DAMAGE AND EFFECTIVENESS</td>
<td>CONTEXT-SENSITIVE SOFTWARE REFERENCE ARCHITECTURES</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ISR ACTIVITY</th>
<th>ADVANCED SOFTWARE TECHNOLOGIES NEEDED</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXAMPLE ISR TASKING SYSTEMS</td>
<td>INFORMATION ORGANIZATION/RETRIEVAL USING ONTOLOGY</td>
</tr>
<tr>
<td>UAV TACTICAL CONTROL SYSTEM</td>
<td>CONTEXT-SENSITIVE SOFTWARE REFERENCE ARCHITECTURES</td>
</tr>
<tr>
<td>GLOBAL HAWK MISSION CONTROL ELEMENT</td>
<td>INTELLIGENT SOFTWARE AGENTS</td>
</tr>
<tr>
<td>INTELLIGENCE SATELLITES CONTROL ELEMENT</td>
<td>MODEL-DRIVEN SOFTWARE ARCHITECTURES</td>
</tr>
<tr>
<td>SPACE-BASED INFRARED SYSTEMS (SBIRS) CONTROL ELEMENT</td>
<td>HUMAN FACTORS INTERACTIONS WITH COMPLEX SOFTWARE SYSTEMS</td>
</tr>
<tr>
<td>EXAMPLE ISR COLLECTION SYSTEMS</td>
<td>INFORMATION ORGANIZATION/RETRIEVAL USING ONTOLOGY</td>
</tr>
<tr>
<td>GLOBAL HAWK INTEGRATED SENSOR SUITE</td>
<td>CONTEXT-SENSITIVE SOFTWARE REFERENCE ARCHITECTURES</td>
</tr>
<tr>
<td>U-2 ADVANCED SYNTHETIC APERTURE RADAR</td>
<td>INTELLIGENT SOFTWARE AGENTS</td>
</tr>
<tr>
<td>MULTI-PLATFORM RADAR TECHNOLOGY INSERTION PROGRAM (MP-RTIP)</td>
<td>MODEL-DRIVEN COMPUTING</td>
</tr>
<tr>
<td>RIVET JOINT AIRCRAFT SENSORS</td>
<td>HUMAN FACTORS INTERACTIONS WITH COMPLEX SYSTEMS</td>
</tr>
<tr>
<td>EXAMPLE ISR PROCESS/EXPLOIT/DISSEMINATE SYSTEMS</td>
<td>INFORMATION ORGANIZATION/RETRIEVAL USING ONTOLOGY</td>
</tr>
<tr>
<td>COOPERATIVE ENGAGEMENT CAPABILITY (CEC)</td>
<td>CONTEXT-SENSITIVE SOFTWARE REFERENCE ARCHITECTURES</td>
</tr>
<tr>
<td>GLOBAL BROADCAST SERVICE (GBS)</td>
<td>INTELLIGENT SOFTWARE AGENTS</td>
</tr>
<tr>
<td>NATIONAL POLAR-ORBITING OPERATIONAL</td>
<td>MODEL-DRIVEN COMPUTING</td>
</tr>
<tr>
<td>ENVIRONMENTAL SATELLITE SYSTEM (NPOESS)</td>
<td>HUMAN FACTORS INTERACTIONS WITH COMPLEX SYSTEMS</td>
</tr>
<tr>
<td>DATA MINING</td>
<td>DATA MINING</td>
</tr>
<tr>
<td>MULTI-LEVEL SECURITY</td>
<td>DATA MINING</td>
</tr>
<tr>
<td>COGNITIVE COMPUTING TECHNIQUES</td>
<td>COGNITIVE COMPUTING TECHNIQUES</td>
</tr>
</tbody>
</table>

Table 2: SOFTWARE TECHNOLOGIES FOR MISSILE DEFENSE

Table 3: ISR SYSTEMS SOFTWARE TECHNOLOGIES
technologies are in various states of maturity (including some such as data mining, which are fairly robust), they have not been widely deployed in key systems. Technologies for the development of system architectures are common to many of the systems needed for protecting America.

Looking at the key areas for defending and protecting America, we find that support for development of large, integrated mission systems is needed. The need for well-defined context-sensitive architectures is paramount for achieving these systems of systems such as Common Operating Picture (COP), DDx Destroyer, Future Combat System, or Joint Strike Fighter. The semantics of these large amounts of information are captured using ontological tools. The reference architectures are defined within the contexts of architecture frameworks. Finally, the architectures themselves are actually executable models supported by model-based, architecture-driven software development. Other enabling technologies such as cognitive computing and intelligent agents are all focused toward the software system development. Figure 1 illustrates the relationships of several key software technologies that will help realize the system architectures needed in the future.

**Information Organization/Retrieval Using Ontology**

The initial step in developing large-scale system architectures is managing large-scale information semantics. Military knowledge workers are immersed in data smog. We have far more capability to create information than to find and retrieve relevant information. The result is huge amounts of amorphous, unstructured data that overwhelm us when we need pertinent, actionable data for informed decisions.

Technologies to help manage, search, and retrieve data include metadata for data descriptions, taxonomies for data categories, and ontology for data relationships (see Figure 2). Applications have been driven by commercial needs to identify information on the semantic Web and to provide Web services that deliver the right information to consumers. The value of such technologies to military applications is recognized by the Defense Advanced Research Projects Agency (DARPA), who sponsored development and deployment of a machine-processable ontology description language called the DARPA Agent Markup Language (DAML+OIL).

Military information users must make life-critical decisions based on large amounts of time-sensitive, rapidly changing inputs from multiple sensors and sources. Having a single, consistently applied meaning for concepts, categories, and relationships reduces confusion, misinterpretation, and mistakes. Cognitive overload is reduced by supplying users with information that is relevant to their location, situation, and responsibilities. Ontology can be used to support both improvements. An example of where this applies is the Common Operating Picture (COP), which is a distributed database. Currently it is packed with disparate and incompatible data. In the future, human operators and software agents marking up information from sensors or sources in accordance with military standardization will generate it.

The Common Relevant Operating Picture is obtained by consumers (humans or software agents) subscribing to relevant information specified in accordance with the same ontology used in the creation of the COP.

**Context-Sensitive Reference Architectures**

Reference architectures (see Figure 3) bridge the gap between processes addressing the development of contingency operations for future systems and the implementation of domain-specific architectures that build on legacy systems while incorporating new technologies and capabilities. Modeling and simulation is a key tool to support evaluating the effectiveness of the reference architectures and the resulting domain-specific architectures.

The results of modeling and simula-
tion analysis provide metrics that can be used to eliminate, aggregate, or validate the key components and relationships with the family of architectures, using information organized via taxonomies and associated ontology. The reference architecture is continually updated and refined based on this feedback loop. The reference architecture is not the final blueprint for implementing systems-specific design and integration, but rather a reference of concepts providing the enabling cornerstone upon which systems can be empowered with large-scale mission capabilities. It is up to the organization accomplishing a software systems task to engineer and build an instance of the reference architecture to suit the needs of a particular domain, while maintaining compatibility with the overall standard reference architecture.

Reference architecture can be considered to have four abstract aspects: social, cognitive, information, and physical. Each aspect provides the context upon which to view system instances. Collections of systems instances change over time. The dynamics of a real-world environment necessitate the flexibility inherent in reference architecture to take into account changing elements over time.

The combination of the reference architecture and the four domain aspects provides the basis for examining mission systems in three dimensions instead of the traditional two as presented by the Department of Defense Architecture Framework (DoDAF). This three-dimensional view provides the basis for systems interoperability in a logical and meaningful way. Further analysis makes apparent the relationships with themselves and the external context.

- Defines how the elements communicate with each other, the basic operations associated with each element, and the nature of the communication.

**Enterprise Reference Architecture Processes**
The U.S. government has established direction and expectation for how complex systems of the future will be developed and integrated — via an ever-increasing emphasis on the importance of formalized architecture and enterprise architecture. Many aerospace and information technology companies are now developing and maturing their architecting processes to meet their business needs.

Lockheed Martin deploys its Architecture-Based Design and ARQuest Blueprint. Northrop Grumman has its Information Systems Architecture Analysis Continuum. IBM has the Enterprise Architecture Method. Boeing and General Dynamics promote their open systems architecture frameworks.

**Figure 2: Ontology-Based Information Retrieval**
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- Provides an executive summary
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- Provides a logical and meaningful way
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- Provides the enabling cornerstone
- Provides a family of architectures
- Provides a logical and meaningful way
- Provides a conceptual framework
- Provides open systems architecture frameworks
- Provides a logical and meaningful way
Bold Stroke and OpenWings, respectively. Government, industry, and academia are establishing consortia, certification programs, and graduate curriculum to address the educational needs of this new discipline.

The system architecting process that Raytheon uses is known as Raytheon Enterprise Architecture Process (REAP) [1]. It extends a traditional focus on technical architecture to include business architecture, providing a comprehensive view across the enterprise. The REAP defines an end-to-end architecture process based on industry and government standards, including The Open Group Architecture Framework Command, Control, Communications, Computers, Intelligence, Surveillance, and Reconnaissance/Department of Defense Architecture Framework, Zachman Framework for Enterprise Architecture, and the Software Engineering Institute’s Architecture Trade-off Analysis Method (ATAM).

Components

There are established industry and government standards to help address enterprise-wide architectural alignment among customer mission, business rules, data, application systems, organization, and technology. The primary standards unified within Raytheon’s architecture process and other architecture processes to fulfill the components noted above are the following:

- **Methodology:** The Open Group Architecture Framework (TOGAF), Enterprise Edition.
- **Products:** DoDAF, final draft Zachman Framework for Enterprise Architecture.
- **Formats:** Unified Modeling Language, Integrated Computer-Aided Manufacturing Definition, DoDAF templates.
- **Validation:** ATAM.

It is important to note that although there are several integrated frameworks, they each address very different elements of the overall architecting process and their interrelation is both necessary and complementary.

Activities

Architecture processes are comprised of five primary activities: enterprise understanding, architecture planning, business architecting, technical architecting, and architecture validation. These activities are iterative in nature, internally and externally to the other.

In Raytheon’s case, the five activities act as a wrapper around the phases of TOGAF’s Architecture Development Method (ADM), providing supplemental guidance and describing its relationships to other standards. These subprocesses extending the TOGAF ADM include those for customer-focused architecting, quality attribute analysis, architecture concordance/configuration/consolidation, DoDAF product generation, ATAM, and quality attribute assessments. The completion of these activities results in a validated architecture package describing the enterprise from a variety of viewpoints or perspectives.

“When proved successful, model-driven computing has the potential to revolutionize the current means of systems specification, development, testing, and maintenance.”

Model-Based Computing

Model-based computing is the term for system and software development that is driven and centered on models. These models are used to specify systems and software architecture, and low-level system design details. The models provide the means to translate the specified systems architectural artifacts defined via system architecture development processes into constituent platform-specific and platform-independent components. The concept of developing platform-independent models, followed by platform-specific models is quite powerful and allows our programs to migrate models to new computing hardware with minimal impact. Platform-independent models can also be used in multiple environments such as simulations, using the same system model.

This concept has been standardized via the Object Management Group (OMG) in the Model-Driven Architecture initiative. The OMG is working to standardize these concepts in order to promote tool development and interoperability. Recently, the OMG has also formed an interest group specifically focused on standards for model-driven development of embedded software. This interest group will leverage recent significant advances made possible in large part via the leadership, insight, and funding support from DARPA. These new tools and technologies are laying the necessary foundations upon which the systems of the future will be specified, developed, tested, and maintained.

DARPA has been advancing the state-of-the-art application of model-driven computing to distributed, real-time, and embedded (DRE) systems. DARPA, via the Model-Based Integration of Embedded Systems (MoBIES) program, is establishing an open-source, standards-based tool suite needed to accomplish the program’s objectives. One MoBIES technology developer is the Institute for Software Integrated Systems (ISIS) at Vanderbilt University. ISIS, as well as being a major contributor to the MoBIES program, is working to see that DARPA-funded efforts migrate into the mainstream. They are working to migrate DARPA-funded tools to the Eclipse Open-Tool Integration Framework via sponsorship from IBM.

Raytheon and the aerospace industry are actively involved with the development of standards that impact the future of model-driven computing within the OMG. These standards may be impacted by the further evolution of DARPA-developed tools and technologies from MoBIES and other DARPA programs. The maturation of those tools is being supported via membership in the newly formed Embedded Systems Consortium for Hybrid and Embedded Research.

Model-driven computing has had some noteworthy successes despite being used in limited domains. Two popular examples are The Mathwork Company’s Matlab/Simulink and National Instruments’ LabVIEW. These pioneering tool suites demonstrate that model-driven computing is effective in limited application domains. Until recently, modeling of the entire system, middleware, and application, needed to be accomplished for each system. This made it cumbersome, time-consuming, and expensive to develop effective models. It was not until the separation of the application from the middleware, and models of the middleware could be shared and leveraged, that model-driven computing has come into its own.

Additional advances in model-driven computing are necessary before it can become commonplace in DRE systems development. Scalability in both breadth and depth of model-based computing must be addressed. When proved successful, model-driven computing has the potential to revolutionize the current means of systems specification, development, testing, and maintenance. We expect that the most significant impact will be
realized in system verification. With complete and executable system models that are independent of the hardware platform, system verification will move forward in the development process, reducing the cost and risk of errors, and facilitating the final system verification effort.

Conclusion

William Gibson once stated, “The future is already here; it is just unevenly distributed” [2]. The successful implementation of the large systems of systems needed for America’s protection will be expedited by using emerging, but not yet widely deployed, software approaches that support the development of robust system architectures. The key technologies of ontology, context-sensitive reference architectures, architecture definition processes, and model-based computing are beginning to be integrated to develop robust systems that are key for America’s defense. More research is required to make these approaches scalable and capable of integrating with existing systems, but the foundations exist today.
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