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Don’t we all wish that there were a simple answer to this question? Despite the many opinions, nobody has a straightforward answer that really applies to all projects. The articles in this issue, and many other articles that I reviewed, point to two facts: First, everyone has a theory on why programs fail, and second, there is no singular cause that universally applies. It is, frankly, surprising that the variety of statistics and articles on project failures have little in common. There were, however, a few – just a few – common denominators to project failures. But since I am a glass-is-half-full kind of guy, I would rather view this topic from the side of success. Although I suspect there are more, I only found three common denominators that were consistently mentioned in several articles that I read as key to a project’s success, requirements management being the first common denominator. Success was not just defined by well-documented technical requirements, but well-defined programmatic requirements/thresholds. Most articles specifically note requirements creep as a challenge for projects. The driving forces behind requirements creep exist in many forms, and every project should have a systems engineering strategy to manage requirements, which is a good lead to the second common denominator: risk management. Successful programs not only identified risk early on, but specific steps were defined for managing the risk once identified. The third common denominator consistently mentioned was project planning. Without incredible luck, no project can be successful without realistic and thorough up-front planning. To state the obvious, the better the planning, the more likely the outcome will match the plan.

Like most of you, I have my opinions on how to have a successful project. I would like to point you to what I view are some other critical elements of project success. Having served as both an acquirer and supplier of software, I can tell you that a key to success is sound systems engineering. Few projects can be truly successful if they do not take into account the many tentacles that are linked to a project. Suppliers and acquirers must work together to implement good systems engineering. Another element critical to a project’s success is careful consideration in the planning phase to the availability of resources. The availability of key people, equipment, facilities, and many other project resources must be taken into account before committing to a schedule. One final element that the 76th Software Maintenance Group (SMXG) has found to be key to a project’s success is project management. Managers must adequately manage day-to-day activities, ensure processes are followed, monitor progress, and communicate with the customer.

While I do not mean to imply that these three elements are the only elements of successful projects, I do believe they are among the most critical elements of success. Our track record here at the 76th SMXG is evidence that these elements have certainly contributed to our success. Our 325 software deliveries in the last 24 months have resulted in 100 percent on-time delivery performance. I hope you will take some of these lessons learned as well as the insights from this month’s authors and apply them to your project.

We start this month with an article from Capers Jones on the social and technical reasons for project failure, followed by an entertaining article by Alan C. Jost on the importance of communication. Timothy K. Perkins discusses the conclusions of his independent research and how lack of knowledge or the application of that knowledge can lead to project failure. Quentin W. Fleming and Joel M. Koppelman suggest using a simplified version of earned value as a tool for project success. Our recently retired Walt Lipke continues to aid us with his article on statistical methods applied to Earned Value Management. Timothy G. Olson defines short and usable (emphasis added) processes. We conclude with Paul Kimmerly, who provides unique insight on how process improvement projects can actually help a project fail rather than help them succeed.

I trust these articles will help in alerting you to warning signs of potential weaknesses that can lead to project failure. I also hope they help you and your team implement successful processes for project success.

Kevin Stamey
Oklahoma City Air Logistics Center, Co-Sponsor
Social and Technical Reasons for Software Project Failures

Capers Jones
Software Productivity Research, LLC

Major software projects have been troubling business activities for more than 50 years. Of any known business activity, software projects have the highest probability of being cancelled or delayed. Once delivered, these projects display excessive error quantities and low levels of reliability. Both technical and social issues are associated with software project failures. Among the social issues that contribute to project failures are the rejections of accurate estimates and the forcing of projects to adhere to schedules that are essentially impossible. Among the technical issues that contribute to project failures are the lack of modern estimating approaches and the failure to plan for requirements growth during development. However, it is not a law of nature that software projects will run late, be cancelled, or be unreliable after deployment. A careful program of risk analysis and risk abatement can lower the probability of a major software disaster.

Software is an important but troubling technology. Software applications are the driving force of modern business operations, but software is also viewed by many chief executives as one of the major problem areas faced by large corporations [1, 2, 3, 4].

The litany of senior executive complaints against software organizations is lengthy, but can be condensed down to a set of three very critical issues that occur over and over in hundreds of corporations:

1. Software projects are not estimated or planned with acceptable accuracy.
2. Software project status reporting is often wrong and misleading.
3. Software quality and reliability are often unacceptably poor.

When software project managers (PMs) themselves are interviewed, they concur that the three major complaints levied against software projects are real and serious. However, from the point of view of software managers, corporate executives also contribute to software problems [5, 6]. The following are three complaints against top executives:

1. Executives often reject accurate and conservative estimates.
2. Executives apply harmful schedule pressure that damages quality.
3. Executives add major new requirements in mid-development.

Corporate executives and software managers have somewhat divergent views as to why software problems are so prevalent. Both corporate executives and software managers see the same issues, but these issues look quite different to each group. Let us examine the root causes of the five software risk factors:

1. Root causes of inaccurate estimation and schedule planning.
2. Root causes of incorrect and optimistic status reporting.
3. Root causes of unrealistic schedule pressures.
4. Root causes of new and changing requirements during development.
5. Root causes of inadequate quality control.

“One advantage that function points bring to early estimation is that they are derived directly from the requirements and show the current status of requirements completeness.”

These five risk areas are all so critical that they must be controlled if large projects are likely to have a good chance of a successful outcome.

Root Causes of Inaccurate Estimating and Schedule Planning

Since both corporate executives and software managers find estimating to be an area of high risk, what are the factors triggering software cost estimating problems? From analysis and discussions of estimating issues with several hundred managers and executives in more than 75 companies between 1995 and 2006, the following were found to be the major root causes of cost estimating problems:

1. Formal estimates are demanded before requirements are fully defined.
2. Historical data is seldom available for calibration of estimates.
3. New requirements are added, but the original estimate cannot be changed.
4. Modern estimating tools are not always utilized on major software projects.
5. Conservative estimates may be overruled and replaced by aggressive estimates.

The first of these estimating issues – formal estimates are demanded before requirements are fully defined – is an endemic problem which has troubled the software community for more than 50 years [7, 8]. The problem of early estimation does not have a perfect solution as of 2006, but there are some approaches that can reduce the risks to acceptable levels.

Several commercial software cost estimation tools have early estimation modes which can assist managers in sizing a project prior to full requirements, and then in estimating development staffing needs, resources, schedules, costs, risk factors, and quality [9]. For very early estimates, risk analysis is a key task.

These early estimates have confidence levels that initially will not be very high. As information becomes available and requirements are defined, the estimates will improve in accuracy, and the confidence levels will also improve. But make no mistake, software cost estimates performed prior to the full understanding of requirements...
are intrinsically difficult. This is why early estimates should include contingencies for requirements changes and other downstream cost items.

The second estimating issue — historical data is seldom available for calibration of estimates — is strongly related to the first issue. Companies that lack historical information on staffs, schedules, resources, costs, and quality levels from similar projects are always at risk when it comes to software cost estimation. A good software measurement program pays handsome dividends over time [10].

For those organizations that lack internal historical data, it is possible to acquire external benchmark information from a number of consulting organizations. However, the volume of external benchmark data varies among industries, as do the supply sources.

One advantage that function points bring to early estimation is that they are derived directly from the requirements and show the current status of requirement completeness [11]. As new features are added, the function point total will go up accordingly. Indeed, even if features are removed or shifted to a subsequent release, the function point metric can handle this situation well [12, 13].

The third estimating issue — new requirements are added but the original estimate cannot be changed — is that of new and changing requirements without the option to change the original estimate. It is now known that the rate at which software requirements change runs between 1 percent and 3 percent per calendar month during the design and coding stages. Thus, for a project of 1,000 function points and an average 2 percent per month creep during design and coding, new features surfacing during design and coding will add about 12 percent to the final size of the application. This kind of information can and should be used to refine software cost estimates by including contingency costs for anticipated requirements creep [14].

When requirements change, it is possible for some projects in some companies to revise the estimate to match the new set of requirements. This is as it should be. However, many projects are forced to attempt to accommodate new requirements without any added time or additional funds. I have been an expert witness in several lawsuits where software vendors were directed by the clients to keep to contractual schedules and costs even though the clients added many new requirements in mid-development.

The rate of requirements creep will be reduced if technologies such as joint application design (JAD), prototyping, and requirements inspections are utilized. Here too, commercial estimating tools can adjust their estimates in response to the technologies that are planned for the project.

The fourth estimating problem — modern estimating tools are not always utilized on major software projects — is the failure to use state-of-the-art software cost estimating methods. It is inappropriate to use rough manual rules of thumb for important projects. If the costs are likely to top $500,000 and the schedules take more than 12 calendar months, then formal estimates are much safer.

Some of the commercial software cost estimating tools used in 2006 include: COCOMO II, Construx Estimate, COSTAR, CostXpert, KNOWLEDGEPLAN, PRICE-S, SEER, SLIM, and SOFTCOST.

For large software projects in excess of 1,000 function points, any of these commercial software cost estimating tools can usually excel manual estimates in terms of accuracy, completeness, and the ability to deal with tricky situations such as staffing buildsups and growth rate in requirements.

Estimating tools have one other major advantage: when new features are added or requirements change, redoing an estimate to accommodate the new data usually only takes a few minutes. In addition, these tools will track the history of changes made during development and, hence, provide a useful audit trail.

The fifth and last of the major estimating issues — conservative estimates may be overruled and replaced by aggressive estimates — is the rejection of conservative or accurate cost estimates and development schedules by clients or top executives. The conservative estimates are replaced by more aggressive estimates that are based on business needs rather than on the capabilities of the team to deliver. For some government projects, schedules may be mandated by Congress or by some outside authority. There is no easy solution for such cases.

The best solution for preventing the arbitrary replacement of accurate estimates is evaluating historical data from similar projects. While estimates themselves might be challenged, it is much less likely that historical data will be overruled.

It is interesting that high-tech industries are usually somewhat more sophisticated in the use of estimating and planning tools than financial services organizations, insurance companies, and general manufacturing and service groups. The high-tech industries such as defense contractors, computer manufacturers, and telecommunications manufacturers need accurate cost estimates for their hardware products, so they usually have estimating departments that are fully equipped with estimating tools that also use formal estimating methods [15].

Banks, insurance companies, and low-technology service companies do not have a long history of needing accurate cost estimates for hardware products so they have a tendency to estimate using informal methods and also have a shortage of estimating tools available for software PMs.

**Root Causes of Incorrect and Optimistic Status Reporting**

One of the most common sources of friction between corporate executives and software managers is the social issue that software project status reports are not accurate or believable. In case after case, monthly status reports are optimistic that all is on
schedule and under control until shortly before the planned delivery when it is suddenly revealed that everything was not under control and another six months may be needed.

What has long been troubling about software project status reporting is the fact that this key activity is severely underreported in software management literature. It is also undersupported in terms of available tools and methods.

The situation of ambiguous and inadequate status reporting was common in the days of the waterfall model of software development. Inaccurate reporting is even more common in the modern era where the spiral model and other alternatives such as agile methods and the object-oriented paradigm are supplanting traditional methods. The reason is that these non-linear software development methods do not have the same precision in completing milestones as did the older linear software methodologies.

The root cause of inaccurate status reporting is that PMs are simply not trained to carry out this important activity. Surprisingly, neither universities nor many in-house management training programs deal with status reporting.

If a project is truly under control and on schedule, then the status reporting exercise will not be particularly time consuming. Perhaps it will take five to 20 minutes of work on the part of each component or department manager, and perhaps an hour to consolidate all the reports.

But if a project is drifting out of control, then the status reports will feature red flag or warning sections that include the nature of the problem and the plan to bring the project back under control. Here, more time will be needed, but this is time very well spent. The basic rule of software status reporting can be summarized in one phrase: No surprises!

The monthly status reports should consist of both quantitative data on topics such as current size and numbers of defects and also qualitative data on topics such as problems encountered. Seven general kinds of information are reported in monthly status reports:

1. Cost variances (quantitative).
2. Schedule variances (quantitative).
3. Size variances (quantitative).
4. Defect removal variances (quantitative).
5. Defect variances (quantitative).
6. Milestone completions (quantitative and qualitative).
7. Problems encountered (quantitative and qualitative).

Six of these seven reporting elements are largely quantitative, although there may also be explanations for why the variances occur and their significance.

The most common reason for schedule slippage, cost overrun, and outright cancellation of a major system is that they contain too many bugs or defects to operate successfully. Therefore, a vital element of monthly status reporting is recording data on the actual number of bugs found compared to the anticipated number of bugs. Needless to say, this implies the existence of formal defect and quality estimation tools and methods.

Not every software project needs the rigor of formal monthly status reporting. The following kinds of software need monthly status reports:

- Projects whose total development costs are significant (> $1,000,000).
- Projects whose total development schedule will exceed 12 calendar months.
- Projects with significant strategic value to the enterprise.
- Projects where the risk of slippage may be hazardous (such as defense projects).
- Projects with significant interest for top corporate management.
- Projects created under contract with penalties for non-performance.
- Projects whose delivery date has been published or is important to the enterprise.

The time and effort devoted to careful status reporting is one of the best software investments a company can make. This should not be a surprise: status reports have long been used for monitoring and controlling the construction of other kinds of complex engineering projects.

During the past 20 years, a number of organizations and development approaches have included improved status reporting as a basic skill for PMs. Some of these include the Project Management Institute, the Software Engineering Institute’s (SEI) Capability Maturity Model® (CMM®), the reports associated with the Six Sigma quality methodology, and the kinds of data reported when utilizing International Organization for Standardization (ISO) Standards.

Unfortunately, from examining the status reports of a number of projects that ended up in court for breach of contract, inaccurate status reporting still remains a major contributing factor to cost overruns, schedule overruns, and also to litigation if the project is being performed under contract.

**Root Causes of Unrealistic Schedule Pressures**

Unrealistic schedule pressure by executives or clients is a common software risk factor. There are four root causes for unrealistic schedule pressure:

1. Large software projects usually

---

**Figure 1: Planned Versus Actual Schedules for Software Projects**

![Planned Versus Actual Software Schedules](image)
have long schedules of more than 36 months.
2. PMs are not able to successfully defend conservative estimates.
3. Historical data from similar projects is not available.
4. Some kind of external business deadline affects the schedule.

Figure 1 shows U.S. industry experiences derived from several thousand software projects. The upper curve shows the average delivery time in calendar months, while the lower curve shows the planned or desired delivery time. The larger the project, the greater the gap between the actual delivery date and the planned delivery date of the application [16].

Executives may be arbitrary in their decisions, but they are seldom stupid. While corporate executives might want a large software project finished in 24 months, they will almost certainly accept a 36-month schedule as a fact of life (if they know that not one of 50 similar projects within their industry has ever been completed in less than 36 months). Estimates might be overruled, but accurate historical data will probably keep schedule pressure from becoming unrealistic.

The most difficult problem to solve is when some kind of external business deadline affects the project schedule. Unfortunately, these business deadlines are usually outside the control of either PMs or technical personnel. Examples of external business deadlines include contractual obligations, the starting dates of new laws that require software support, or some kind of technical situation such as those associated with the Y2K problem.

Such external fixed dates cannot be changed, or at least not changed by project personnel. Therefore a combination of cutting back on functions, plus staff overtime, remains the most common method for dealing with fixed and unchanging delivery dates. If the mandated schedule is quite impossible to achieve, then a more drastic option would be project cancellation.

**Root Causes of New and Changing Requirements During Development**

The root causes of requirements changes are dynamic businesses. Real-world requirements for software must change in response to new business needs. However, average change rates of 2 percent per calendar month indicate that the methods used for gathering and analyzing the initial requirements are inadequate and should be improved.

By counting function points from the original requirements and then counting again at the time of delivery, it has been found that the average rate of requirements growth is about 2 percent per calendar month from the nominal completion of the requirements phase through the design and coding phases.

The total accumulated volume of new or changing requirements can top 50 percent of the initial requirements when function point totals at the requirements phase are compared to function point totals at deployment. The state-of-the-art requirements change control includes the following:

- A joint client/development change control board.
- Use of JAD to minimize downstream changes.
- Use of formal prototypes to minimize downstream changes.
- Formal review of all change requests.
- Revised cost and schedule estimates for all changes under 50 function points.
- Prioritization of change requests in terms of business impact.
- Formal assignment of change requests to specific releases.
- Use of automated change control tools with cross-reference capabilities.

One of the observed byproducts of the usage of formal JAD sessions is a reduction in downstream requirements changes. Rather than having unplanned requirements surface at a rate of 1 percent to 3 percent every month, studies of JAD by IBM and other companies have indicated that unplanned requirements changes often drop below 1 percent per month due to the effectiveness of the JAD technique.

Prototypes are also helpful in reducing the rates of downstream requirements changes. Normally, key screens, inputs, and outputs are prototyped so users have some hands-on experience with an example of the completed application.

However, changes will always occur for large systems. It is not possible to freeze the requirements of any real-world application. Therefore, leading companies are ready and able to deal with changes and do not let them become impediments to progress; some form of iterative development is a logical necessity.

**Root Causes of Inadequate Quality Control**

Effective software quality control is the most important single factor that separates successful projects from delays and disasters. The reason for this success is that finding and fixing bugs is the most expensive cost element for large systems, and it takes more time than any other activity.

The root cause for poor quality control is lack of solid empirical data on the cost effectiveness of a good quality control program. More than 50 years of empirical studies have proven that projects with effective quality control cost less and have shorter schedules than similar projects with poor quality control. However, a distressing number of PMs are not aware of the economics of quality control [5, 10].

Successful quality control involves defect prevention, defect removal, and defect measurement activities. The phrase defect prevention includes all activities that minimize the probability of creating an error or defect in the first place. Examples of defect prevention activities include the use of the Six Sigma approach, the use of JAD for gathering requirements, the use of formal design methods, the use of structured coding techniques, and the use of libraries of proven reusable material.

The phrase defect removal includes all activities that can find errors or defects in any kind of deliverable. Examples of defect removal activities
include requirements inspections, design inspections, document inspections, code inspections, and many kinds of testing [17, 18].

The phrase *defect measurement* includes measures of defects found during development and also defects reported by customers after release. These two key measures allow leading companies to calculate their defect removal efficiency rates, or the percentages of defects found prior to release of software applications. Supplemental measures such as severity levels, code complexity, and defect repair rates are also useful and important. Statistical analysis of defect origins and root-cause analysis are beneficial, along with the key measurements of cost and defect repairs [10].

Some activities benefit both defect prevention and defect removal simultaneously. For example, participation in design and code inspection is very effective in terms of defect removal and also benefits defect prevention. Defect prevention is aided because inspection participants learn to avoid the kinds of errors that inspections detect.

Successful quality control activities include defect prevention, defect removal, and defect measurements. The combination of defect prevention and defect removal activities leads to some very significant differences in the overall numbers of software defects between successful and unsuccessful projects.

For projects in the 10,000 function point range, the successful ones accumulate development totals of around 30 defects per function point and remove about 96 percent of them before customer delivery. In other words, the number of delivered defects is about 0.12 defects per function point or 1,200 total latent defects. Of these, about 10 percent— or 120—would be fairly serious defects. The rest would be minor or cosmetic defects.

By contrast, the unsuccessful projects accumulate development totals of around 7.0 defects per function point and remove only about 85 percent of them before delivery. The number of delivered defects is about 1.05 defects per function point or 10,500 total latent defects. Of these, about 15 percent— or 1,575—would be fairly serious defects. This large number of serious latent defects after delivery is very troubling for users. If a project has more than about 7.0 defects per function point and less than 85 percent removal efficiency, it will probably be cancelled because it can never successfully exit testing, and the test cycle will be hopelessly protracted.

One of the reasons why successful projects have such a high defect removal efficiency compared to unsuccessful projects is the use of design and code inspections [17, 18]. Formal design and code inspections average about 65 percent efficient in finding defects. They also improve testing efficiency by providing better source material for constructing test cases.

Unsuccessful projects typically omit design and code inspections and depend purely on testing. The omission of upfront inspections causes three serious problems:

1. The large number of defects still present when testing begins slows the project to a standstill.
2. The *bad fix* injection rate for projects without inspections is alarmingly high.
3. The overall defect removal efficiency associated with only testing is not sufficient to achieve defect removal rates higher than about 80 percent.

Fortunately, the SEI, ISO quality standards, and the Six Sigma approach have benefited quality control activities throughout the past 20 years. As a result, an increasing number of large projects have been successful compared to similar projects done in the 1980s.

However, for very large projects above 10,000 function points in size, missed delivery dates, cost overruns, and outright terminations remain distressingly high even in 2006. The industry is improving, but much more improvement is needed.

**Summary and Conclusions**

Large software projects are very hazardous business ventures. For projects above 10,000 function points, cancellations, delays, and cost overruns have been the norm rather than the exception.

Careful analysis of the root causes of large software project delays and disasters indicate that most of the problems stem from inaccurate estimation, inaccurate status reporting, lack of historical data from similar projects, and suboptimal quality control.

All of these root causes can be minimized or even eliminated by the adoption of formal estimating methods and tools, formal monthly status reports of both quantitative and qualitative data, collecting historical data, and improving quality control methods. Large software projects will never be without risk, but if the risks can be brought down to acceptable levels, both clients and corporate executives will be pleased.

**Note**

1. The term *bad fix* refers to secondary defects accidentally injected by means of a patch or defect repair that is itself flawed. The industry average is about 7 percent, but for unsuccessful projects the number of bad fixes can approach 20 percent; i.e., one out of every five defect repairs introduced fresh defects [14]. Successful projects, on the other hand, can have bad-fix injection rates of only 2 percent or less.
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What We’ve Got Here Is … Failure to Communicate

Alan C. Jost
Raytheon Company

Throughout my career, I have experienced a number of program failures (even the term failure is relative and subject to a wide range of meanings depending on the individuals participating in the discussion). These program failures can be directly related back to the basic tenet of this article: failure to communicate.

Everyone reading this more than likely has had a similar experience and could add to the following situations. This article is not written as an indictment against any one individual, organization, or program; it is written as a lighthearted look at how things that seem so simple can become major stumbling blocks because of our failure to communicate. But I do not want to just dwell on the failures, so a couple of good examples of how participants were able to communicate are also presented. Each of the situations is generalized by using groups as examples.

NASA Mars Probe [2]

One of the most dramatic failures of a project caused by failure to communicate was the NASA probe project in 1999. The probe, the Mars Climate Orbiter, was to orbit Mars to gather climatic data. The Orbiter, at a cost of about $125 million, traveled more than 400,000,000 miles to get to the planet. Upon arrival, the Orbiter entered an orbit 60 miles too low, and since it was not built to withstand the Mars atmosphere, was destroyed. The design calculations used to place the spacecraft into orbit were made in imperial measures in terms of pounds force. The software team, however, developed the burn control software using metric measurements and units in terms of newtons. While the error was less than 0.000015 percent, it was enough to be fatal to the mission. The communication error was only uncovered during the post-mortem of the failed mission. This was a major failure to communicate between teams of intelligent, experienced professionals who did not check even the most obvious items in the design and implementation of the probe. “What we’ve got here is … failure to communicate.”

Radar Red Time

In one situation in which I was personally involved, three organizations—the contractor, customer, and operational user—were collaborating to build a large radar system. The new radar was located near the old radar it was replacing. The old radar would not be decommissioned until the new radar was successfully operationally tested. In order to do this, the maintenance red time of the old radar had to be scheduled when the new radar would be tested; this is where the three organizations failed to communicate. Through many planning meetings for red time, each group had a different interpretation of what exactly red time was. The meetings were productive and provided for a detailed operational test schedule. However, each organization had a different interpretation of the red time that created the resultant operational test schedule. The failure to communicate between the organizations was discovered at the first operational test event when the old radar be turned off.

The contractor assumed that red time meant the old radar would be turned off so they could test the new radar without interference from radiation being transmitted from the old radar. The customer assumed that red time meant that the old radar, while not turned off, would be placed in a maintenance state where the transmission of radiation would be rerouted through the wave-guides, eliminating a large portion of the ambient radiation. The operational user’s version of red time meant that only the transmission lines for the radar data would be disconnected, so a false target would not be transmitted. Well, the reaction from the operational user was, “Turn the radar off? The radar has never been turned off, and we don’t even know how to turn it off, and even worse, we don’t know how to turn it back on!” “What we’ve got here is … failure to communicate.”

At the heart of the situation was the klystron, the large tube that generated the radiation used to transmit the radar signal. Once turned on, it had not been turned off for years and there were no procedures to turn it off and back on again. In near real time, the three groups had to communicate with the klystron manufacturer to generate a procedure to minimize the energy and redirect the lower energy down the wave-guides. The new procedure did work, and the power down sequence was successfully repeated numerous times to support the operational testing of the new radar. Failure to communicate the concept of red time among the participating organizations could have lead directly to a major schedule impact on the program. It forced real-time communications between the participating organizations and manufacturer, resulting in the power
down procedure. If the power down procedure failed, it would also have caused a major impact to the program. The procedure worked and the major schedule impact was avoided. What we’ve got here is … communication!

Contract Negotiations
In another example, we have the customer and contractor negotiating the functionality included in the contractor’s proposal. During the negotiations, it was mentioned by the customer that they only had two-thirds of the proposed price in their budget. The contractor was requested to reduce their bid to match the customer’s budget and to eliminate the functionality needed to hit the target reduced-proposal price. The proposal team developed the new proposal with reduced functionality to meet the customer’s budget and provided the updated information to the negotiating team.

Somehow, some way, the reduced functionality was not accurately communicated to the customer. “What we’ve got here is … failure to communicate.”

It came to light at the first customer contractor system specification review when the software technical lead presented the reduced functionality list. The reaction from the customer was not anticipated. Where were the missing functions? The ones that were eliminated to reduce the bid were the functions they were asking about and the wheels started to fall off. Under the contract, the contractor had to develop the functionality directed by the customer, whether in the specification or not, and the contractor would have to recoup the costs through the country’s court system. Eventually, the program resulted in delivery of the system with the full functionality, which the customer assumed they were going to get for the reduced price that matched their budget. The extra functionality, however, required the contractor to fund the additional work. In the end, the court sided with the contractor, and the customer ended up paying for the full functionality by reimbursing the contractor for the additional funding. While eventually remedied, the initial failure to communicate made the entire program a contentious affair between customer and contractor.

Communication Systems vs. Communications
These three situations indicate the importance of eliminating the failure to communicate among program team members. It is not that we do not have adequate communication systems to communicate with, we have an overabundance of communication and collaboration systems: telephones, cell phones, walkie-talkies, blueberries, blackberries, e-mail, v-mail, fax, eRooms, Docusharing, meeting rooms, Sametime (Lotus instant messaging and Web conferencing), and a multitude of other communication and collaboration systems. This is not the problem. The problem is the clear transmission of ideas and concepts between program team members that is at the heart of the problem. “What we’ve got here is … failure to communicate.”

As the reader, you probably have examples of programs where the communication among team members was very good and the project turned out to be a success. To see the impact of good communication leading to successful projects, I like to look to the television show The Apprentice. The projects on the show are contrived to be completed in a short period of time to fit the presentation of the project in a one-hour time slot. It is interesting to see that almost 100 percent of the time the team that had good communication with their customer-judge, focus groups, and/or among the team members had the successful project.

The Apprentice – Mural [3]
In one project, two teams had to develop an advertising mural for a new electronic game. The murals were to be done in Harlem. One team was led by a project manager who came from a neighborhood similar to Harlem and she knew what would be a good advertising mural. Since she knew what the customers would like, she knew how to create the mural to attract customers to buy the electronic game. The other team was led by a project manager who came from an upper-edge society and was kind of a geek; he immediately set out to get feedback from a customer focus group in the neighborhood where the mural would be placed. He wanted to find out what was important to them as far as electronic games were concerned. He not only talked with the kids who would use the games, but with the parents who would ultimately purchase the games. Well, guess which team won the project? Which mural did a better job in selling the product? Was it the know-it-all from the ‘hood, or was it the geek who communicated with the people in the neighborhood focus group? It was an overwhelming victory for the project manager who communicated with his potential customers. What we’ve got here is … communication!

A second The Apprentice project that demonstrated the importance of communication was the development of a sales brochure to describe the new Pontiac Solstice Roadster. One team was led by and consisted of all men who naturally knew exactly what it would take to sell the new two-seat, convertible roadster. The other team was led by a woman, who, by her own admission, was not much into cars. The male-led team took the approach of making the car a macho-type of machine that would attract good-looking women to the car’s male driver, while the female-led team spoke with the General Motors representatives about how they wanted the car to be portrayed. Well, you do not have to be a wizard to guess who won this project management contest. The female-led team won because the project manager captured what the executives communicated they wanted in the sales brochure. Even more importantly was that the Pontiac executives, who were also the judges of the two brochures, decided to use the brochure designed by the female-led team as the actual Solstice brochure in Pontiac showrooms across the nation. While the projects are somewhat contrived to support the premise behind the show, they do demonstrate that the ability to communicate is critical to the success of the project – any project involving a team of people attempting to accomplish a task.

Apollo 13 – Recovery [5]
The original Apollo 13 problem was caused when the number two oxygen
tank in the service module exploded because of a short circuit in the oxygen tank that occurred during a routine stirring procedure. This problem was not the result of a failure to communicate. What I am using this dramatic mission failure example for is to demonstrate the success achieved with the ability of the NASA Apollo ground team to communicate effectively, not only between themselves to develop solutions, but also to communicate those solutions to the Apollo 13 crew. The initial explosion also caused the number one oxygen tank to fail and the fuel cells that supplied the command module with electricity to have problems. In the initial 90 minutes, it was brainstormed by the ground crew to use the Lunar Lander as a lifeboat for the crew. However, the Lunar Lander was designed to be used for 45 hours only, and the return mission around the moon would take 90 hours. There was plenty of oxygen with barely enough electrical power to make the return journey. The foreseeable problem was the eventual build up of carbon dioxide in the spacecrafts. There were enough lithium hydroxide canisters in the command module and Lunar Lander between them, but the command module square canisters were not compatible with the round openings in the Lunar Lander module control system. The Houston mission control team gave the brainstorming team the materials available only to the Apollo 13 crew. The brainstorming team had to come up with the solution to the Apollo 13 square-peg-in-a-round-hole problem. Once they came up with the solution, they had to communicate that solution to the crew to implement. Using plastic bags, tape, cardboard, and the square canisters themselves, the brainstorming team came up with the solution. They were able to communicate the solution to the crew in time for their implementation, and the rest is history. What we’ve got here is … communication.

Summary

Human-to-human communication is critical in managing programs. This is even recognized in the Capability Maturity Model® Integration where stakeholder involvement, reviews with higher levels of management, and other process areas (specific and generic practices) are based on not failing to communicate.

I hear you was one of the most popular phrases in the late ’90s. It generally translated as one person understood what the other person meant to say. While the words truly mean that you physically heard the words spoken, a more appropriate response would have been I understood you. I leave you with just two famous quotes. The first is a small, simple example of a failure to communicate, and the second is an excellent example of precise communication.

In the movie Apollo 13, astronaut Jim Lovell (Tom Hanks) tells Mission Control: “Houston, we have a problem.” The line has often been misquoted as “Houston, we’ve got a problem.” The historical quote from Apollo 13’s Commander Jim Lovell was: “Houston, we’ve had a problem.” The actual historic exchange was the following (the times are in mission times in hours, minutes, and sections after launch) [5]:

- 55:55:20 – Swigert: “Okay, Houston, we’ve had a problem here.”
- 55:55:35 – Lovell: “Houston, we’ve had a problem. We’ve had a main B bus undervolt.”

By now, it is readily apparent the importance of communication. So in conclusion, an example of precise communication is appropriate. Again, a bit contrived, but it makes the point. In the movie The Fugitive during the scene right after the train wreck where Dr. Richard Kimball (Harrison Ford) escapes, U.S. Marshal Samuel Gerard (Tommy Lee Jones) has to take over a just-formed, very large search team of local police who are extremely reluctant to be led by the Wyatt Earp-type marshal. He communicates precisely what he needs done. In one short, memorable speech he states his requirements:

Listen up, ladies and gentleman. Our fugitive has been on the run for 90 minutes. Average foot speed over uneven ground, barring injury, is four miles an hour. That gives us a radius of six miles.

What I want out of each and every one of you is a hard target search of every gas station, residence, warehouse, farmhouse, henhouse, outhouse, and dog house in that area. Checkpoints go up in 15 miles. Your fugitive’s name is Dr. Richard Kimball. Go get him!” [6]

Any questions on how clear his communication was? In real estate, the most important thing is location, location, location. In program management it is communication, communication, communication.
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Having led and participated in more than 10 Independent Expert Program Reviews (IEPRs) for the Software Technology Support Center and the Tri-Service Assessment Office, and having spent my military career as a project/program manager, several individuals have asked if there is a common thread among programs or projects that are having difficulty. The answer is yes. Some expect the thread to be project planning, others risk management, and others expect one of the other project management themes. However, the root causes can be reduced to two issues: either project managers do not have the knowledge they need, or they do not properly apply the knowledge they have. Throughout the remainder of this article, I will refer only to projects, but will mean both programs and projects.

Some may consider these two issues to be too simplistic. However, if they take their pet principle from the Capability Maturity Model Integration (CMMI®)¹, the Project Management Institute’s Project Management Body of Knowledge (PMBOK)², the Tri-Service Assessment³, Typology, etc., and then ask why a project is having difficulty in that particular area, it still boils down to either a project manager lacks knowledge of the particular principle, or that the knowledge has not been applied properly. The Project Failure Cause-Effect Diagram (Figure 1 and sidebar) shows this relationship, admittedly through a great leap of logic between all the causes leading to project failure (155).

Lack of Knowledge

The first of these primary causes of project failure – project managers do not know what to do (115) – is the easiest to correct. One solution is to provide the necessary training, remedying the problem of managers not receiving necessary training (100). Jack Ferguson, while teaching workshops for the Software Engineering Institute, used to use the phrase “Just too late training.” What he meant was that too often, training in a particular topic is provided too far in advance of need. Students often have been heard saying, “Why do I need to learn this stuff? I’ll never use it.” When training is provided just too late, the students have already realized the need for the training and can readily see how the principles being taught can help them be more successful in accomplishing their projects. This does not mean that the project is in trouble prior to receiving training, but that training is provided at the appropriate time in the project life cycle. For example, providing in-depth training on project closeout prior to project initiation has less value than providing such training as the project enters the project closeout phase of the life cycle, and project members now realize the importance of having the training.

This, however, implies that the project has a plan for training. Many organizations that have undergone IEPRs had neither individual training plans nor an allocated budget to provide necessary training, implying that senior management had either not been trained in the need for establishing an organization training program or had not applied what they had been taught.

The project manager’s lack of

---

¹ CMMI is registered in the U.S. Patent and Trademark Office by Carnegie Mellon University.

---

The Project Failure Cause-Effect Diagram

The Cause-Effect Diagram is read by locating the entity at the tail of an arrow, and reading it preceded by the word If. Then read the entity at the head of the arrow, preceded by the word then. For example, the arrow between entities 100 and 115 reads: If 100 Project managers have not received necessary training, then 115 Project managers do not know what to do.

For example, the arrow between entities 110 and 155 reads: If 110 Project managers do not properly apply the knowledge they have, then 155 Project managers do not believe a project management principle adds value.

Figure 1: The Project Failure Cause-Effect Diagram
experience (105) is often regarded as a *what came first, the chicken or the egg?* problem. An individual needs experience to be a good manager, but how can one gain experience unless they are given the opportunity to manage? The answer is to allow managers to develop experience by learning to manage small projects before being given responsibility for large projects. However, this is not always the case. Some project managers have been put in charge of acquisition category one (ACAT I) projects after having received only the 14-week Defense Systems Management College program management course, having no prior experience in system acquisition.

### Improper Application of Knowledge

Project managers not properly applying the knowledge they have (110) – the second root cause of project failure – is more difficult to remedy. There are five associated causes and effects for this root cause shown in Figure 1. If the issue is one of overlooking the implementation of a project management principle (120), i.e., just a lapse of memory in what needed to be done, then gentle reminders from subordinates, peers, or supervisors can be a catalyst to correct the omission. Program offices can provide mentoring to project managers to deal with such oversight. This mentoring can be used to provide refresher training to those who either have forgotten what to do or may not be familiar with current policy, directives, procedures, etc.

Stories abound of projects tasked to accomplish the impossible based on imposed constraints (e.g., cost, resources, performance, etc.) (125). For example, the project manager may determine that a project will take 36 months to complete, but downward direction is to provide *rubber on the ramp* in 30 months. The only way to accomplish this is to take shortcuts, eliminating such things as peer reviews, close configuration management, risk management, etc. Unfortunately, taking shortcuts usually results in lengthening a project because of rework. What would have taken 36 months in a well-planned project now takes 48 months. The only real cure that I know of for this issue is personal integrity: the willingness to tell higher management that their tasking is impossible, and then helping senior management realize that based on current technology, policy, directives, procedures, budget availability, etc., that a project cannot be completed as directed. Note that having a repository of measurements from previous projects or using available industry data can help sway senior management in setting reasonable expectations.

Some project managers consider some mandated project management practices to be of little value (130). For example, some consider preparing a formal project plan to be a waste of effort. They consider a project schedule prepared by using one of the popular project management software packages to be adequate. Others may consider peer reviews of code or documents to use more resources than the value gained. Rather than discuss their concerns with senior management, they choose to ignore the principle with which they disagree. When the belief that a practice does not add value is coupled with the decision to not implement it, project failure can occur. Project managers should discuss their concerns with senior managers and resolve them. One of the best ways to deal with these concerns is to use historical data from other projects to validate the benefit of certain practices or to show the consequences of not following certain practices.

Books espousing various project management philosophies and methodologies abound. Current policies and directives have mandated some of the philosophies and methodologies while ignoring others. Some project managers may not believe that the mandated philosophies are the best approaches to use (135). Rather than implement what they consider to be flawed methods, they choose to follow what they consider to be proper principles. During management reviews, it becomes evident that the mandated methods are not being used, and the project manager is directed to implement the mandated method. Resources are now consumed in either getting on the right track or in trying to gain approval to not use the mandated methodology – resources that are usually scarce. This use of scarce resources has a negative impact on the chance of project completion within the originally allocated cost and schedule. One solution to this problem is to gain agreement during the project initiation phase of the project life cycle among all parties regarding the project management principles to be used for the remainder of the project.

But what if the application of sound project management principles to ensure project success is not the primary goal of the project manager (140)? While this problem seldom occurs, a few project managers may see their current position as a stepping stone for advancement to higher positions. Their goal may be to show good short-term results at the expense of overall project success. They build a *house of cards* hoping it will stay together and that the collapse will not occur until after the project manager is reassigned. This also is a personal integrity issue. The development of personal integrity in project managers is well beyond the scope of this article.

Though the issues of policy/directives (145) or statutes (laws) (150) preventing a project manager from properly managing a project seldom occur, they both must be recognized as potential causes of project failure. Within the past few years, changes in the Federal Acquisition Regulation and the Department of Defense (DoD) 5000 series have given managers greater latitude in managing their projects, but the pendulum can always swing back to impose more constraints, whether they are warranted or not.

**“Within the past few years, changes in the Federal Acquisition Regulation and the Department of Defense 5000 series have given managers greater latitude in managing their projects, but the pendulum can always swing back to impose more constraints, whether they are warranted or not.”**
things the same way is an underlying premise of process improvement, i.e., the process must be consistent (in statistical control) before it can be improved. If project performance is not as desired, even after consistent application of the project management principle, the underlying principle should be analyzed to determine the reason for the continual shortfall. Perhaps the principle is not as sound as some would have you believe.

Conclusion
Think about known project failures then do a root cause analysis in your mind. For example, why wasn’t a project properly planned? Why was risk management not properly implemented? Why was the project not properly tracked? Why were any of the other project management principles not properly followed? I believe that if you evaluate the potential causes, you will reach the same conclusion that I have: it all boils down to knowledge. Either individuals do not have the necessary knowledge, or they have not properly applied the knowledge.

Notes
1. IEPRs were called for in Interim Regulation, DoD 5000.2-R, January 1, 2001, paragraph 2.6.8 for ACAT I-III Software Intensive Programs using the words, “The acquisition strategy shall describe the planned use of independent expert reviews for all ACAT I through ACAT III software-intensive programs.” The Defense Acquisition Guidebook, Vers. 1.0, (10/17/2004), paragraph 11.14 still encourages the reviews, but the wording has been changed to read, “The program manager for an Acquisition Category ID or IC program that requires software development to achieve the needed capability should convene an independent expert program review after Milestone B and prior to the system Critical Design Review. The program manager, or other acquisition official in the program chain of command up to the component acquisition executive, should also consider independent expert program reviews for Acquisition Category IA, II, and III programs. The independent expert review team should report review findings directly to the program manager.” This guidebook is available at <http://akss.dau.mil/dag/>.
2. The CMMI is available for free download at <http://www.sei.cmu.edu/cmmi/models/>.
5. Data Item Description (DID) DI-IPSC-81427A, Software Development Plan, provides a good template of the areas that should be included in a software project plan. The Institute of Electrical and Electronics Engineers Standard 1058-1998, Standard for Software Project Management Plans, is another source for an example project plan. As described in the PMBOK guide and the cited DID, a project plan is more than a schedule.
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In 1965, the U.S. Air Force acquisition managers defined 35 criteria which they felt would capture the essence of earned value management (EVM), and also satisfy their need to oversee the work that was being performed for them by private industry. Two years later, the Department of Defense (DoD) adopted these same criteria as their Cost/Schedule Control Systems Criteria (C/SCSC). These 35 standards were then consistently applied to all cost type and incentive type contracts for the next three decades.

Then in 1996, after a rewrite of the 35 C/SCSC criteria by private industry, the DoD accepted the rewriting/rewording of these criteria under a new title called the Earned Value Management System (EVMS). The total number of criteria was reduced to 32. Gone were the incomprehensible terms of Budgeted Cost for Work Schedule, Budgeted Cost for Work Performed, and Actual Cost of Work Performed, etc. In their place were titles like planned value, earned value, and actual costs. People (even busy executives) could understand the concept without the need for special training or a translator being present.

Private industry in the form of the National Defense Industrial Association (NDIA) took the defined criteria concept one step further. In June 1998, the NDIA obtained acceptance of the EVMS in the form of the American National Standards Institute (ANSI/EIA)-748 Standard. The good news in this story is that there has been a consistent application of the earned value criteria concept applied for more than 40 years. The earned value criteria have met the test of time.

The bad news is that these criteria were originally written for applications to complex major system acquisitions. Further bad news is that the original 35 criteria – and the reworded 32 criteria – can be overly prescriptive to most of the projects in the world, in our opinion. They are great for major systems, but likely too much for most projects. Somehow a way must be found to capture the important fundamentals of earned value without overly prescribing requirements, which often discourages individuals wanting to adopt a technique to better manage their projects. And, as the ANSI/EIA-748 Standard becomes more commonplace, likely taking the form of a Federal Acquisition Requirements clause issued in routine procurements, a way must be found to scale back the full requirements to meet the needs of most projects – even small software projects.

Since 1996, the authors have been advocating a simple form of EVM for all projects, not just major complex systems. Their intent is not to take issue with the full application of all 32 criteria whenever the project risks and complexities warrant full application. However, we think all projects could benefit from “A methodology for ... objectively measuring project performance and progress [2].” EVM, the fundamental principles, should be applied to any project, of any size, in any industry.

We have studied the formal criteria concept and have summarized just 10 fundamental steps which are necessary to implement a simple (low-end) form of EVM on any project. Perhaps it might be called earned value light or earned value for the masses.

There are 10 minimum requirements necessary to employ simple earned value. This is a good place to start the process. It will set the foundation for employing EVM, which can be easily expanded to satisfy all 32 criteria, should that be desired sometime in the future.

Each of the following 10 fundamental steps will also make reference to a specific EVMS (ANSI/EIA-748 Standard) criterion.

Step 1: You must define the scope (objectives and deliverables) of the project.

Satisfying this first criterion is where we lose many projects, but it is critical to the earned value method. Certain types of projects, notably software, often give up at this point and refuse to go further. Too difficult is the cry. Management often relinquishes, and the project defaults to simply comparing their cost expenditures – planned costs versus actual costs. What a shame.

On any project, you must define the work to be done if for no better reason than to know where you are at all times and when you are done. To the extent that you can based on past experience, you must define 100 percent of the scope of the project. This is true for any project, but it is particularly critical on any project in which you intend to measure earned value performance.

With earned value, we constantly focus on the authorized work that has been completed plus management’s official authorized budget for the completed work. We express the status as being 18 percent complete, 27 percent complete, 55 percent complete, and so forth. Point: If we have not defined what constitutes 100 percent of the project, how can we ever measure our point of percentage completion? We cannot.

How does one define a new job when specific details are often lacking? There are no absolute answers. But one of the most useful of all tools available to any project manager is the Work Breakdown Structure (WBS). The WBS is to the project manager what the organization chart is to the executive. A WBS allows the project manager to define a new endeavor by laying out all the assumed work within the framework of the WBS and then decomposing each element into measurable work packages.

Additionally, once the WBS is assumed to constitute a reasonable portrayal of the new project, the WBS can then be used to...
take the next critical steps in the project planning process, including make-or-buy analysis, risk assessment, scheduling, estimating, and ultimately the authorization of budgets to proceed.

(Reference: EVM Criterion No. 1 [2]: Define the authorized work elements for the program. A WBS tailored for effective internal management control is commonly used in this process.)

Step 2: You must determine who will perform the defined work, including the identification of all critical procurements. It is important to a project to decide who will perform the defined work. Experienced workers generally work better and faster than inexperienced people, but they also cost more. Often, using an experienced work force is a good investment. However, sometimes the project's own organization may have no experience in developing a critical new technology, and the project must procure the effort from another company. These choices are called make or buy decisions, and selecting those items that must be purchased for the project is an essential extension of the scope definition process.

Why is it important to identify the work which must be procured outside? Because project procurements (versus in-house work) create non-forgiving legal arrangements. Formal contracts must be executed. If you commit to buy something that is not what you need, or the requirements must be changed, such changes will be accommodated, but at a price. Sellers love to have changes in scope. Each change gives them an opportunity to get well from a competitive bid. The earlier the procured work is identified and responsibilities assigned, the better such packages can be managed by the project.

By contrast, internal budgets can be executed in a more informal way, and the fact that everyone is on the same payroll allows for some margin of slack. But there is no slack with the procured work. Procurements must be done properly at the start or the project will pay a price.

Lastly, whether the project work is done by the project's own organization or procured from outside the company, the measurement and reporting of progress must take place. Inside or outside, the project must be able to continuously measure the earned value versus the actual cost of the work being performed.

(Reference: EVM Criterion No. 2: Identify the program organizational structure including the major subcontractors responsible for accomplishing the authorized work, and define the organizational elements in which work will be planned and controlled.)

Step 3: You must plan and schedule the defined work. The earned value technique could be thought of as representing nothing more than a good scheduling system, but with authorized resources (the budgets) embedded into the schedule. The schedule reflects the authorized scope and timeframe, and the budget is earned for work as it is accomplished.

A formal scheduling system is thus necessary to the employment of earned value because it is the vehicle that describes the project scope, the planned value, and then measures the resulting earned value. The project schedule is vital to earned value because it reflects the project manager's baseline planned value for everyone to follow.

On more complex projects, there should be some method used to isolate the constraints between one task and other tasks. What work is holding up other work? Typically to satisfy this requirement, some form of critical path methodology will need to be employed. The critical path (and near critical paths) on a project must be aggressively managed in conjunction with negative earned value schedule variances.

A behind-schedule variance indicates that the project is falling behind its baseline plan. If any late tasks are also on the critical path, or they represent high risk tasks, they must be aggressively managed to successful completion.

(Reference: EVM Criterion No. 6: Schedule the authorized work in a manner which describes the sequence of work and identifies the significant task interdependencies required to meet the requirements of the program.)

Step 4: You must estimate the required resources and formally authorize budgets. Once the project scope has been fully defined and subsequently planned and scheduled, the next requirement is to estimate the resource requirements (budgets) for all defined tasks. Some projects follow the start-up sequence of scope, schedule, and budget while others follow scope, budget, and schedule. Software projects, because they are often driven by the availability of limited resources will schedule the project based on available people. Either way can be correct as long as scope definition comes first.

Each defined WBS element must have a resource value estimated to complete all of the specified work, including changes. Management will then assess the requested resources and approve a value in the form of an authorized budget. Individual WBS budgets should never contain contingencies or management reserves. Reserves or contingencies, if they exist, must be isolated and owned by the project manager.

Remember the rule that planned value represents two things: the scheduled work, plus the authorized budget. Earned value also represents two things: the completed authorized work, and the same authorized budget. Thus, in order to plan and then measure earned value, one needs to schedule all defined tasks along with the authorized budget necessary to complete the tasks.

All authorized budgets must be achievable in order to have a viable project baseline.

(Reference: EVM Criterion No. 9: Establish budgets for authorized work with identification of significant cost elements [labor, material, etc.] as needed for internal management and for control of subcontractors.)

Step 5: You must determine the metrics to convert planned value into earned value. How does one measure the accomplishment of planned value into earned value? One sets up measurable (verifiable) metrics within the baseline schedules to quantify the authorized work, and then measures the completion of the authorized work. Specific milestones or tasks with weighted values are measured as they are physically performed. Remember, earned value project management is nothing more than managing a project with a resource-loaded schedule.

Since earned value was first introduced, various methods have been devised to measure project performance. However, the most respected methods use some type of discrete measurement. Specific milestones representing points in time are assigned values, which when fully completed, the assigned budgeted values are then earned. Also, tasks are assigned values, which can be measured as they are partially completed, at which time some value is

“The good news in this story is that there has been a consistent application of the earned value criteria concept applied for more than 40 years. The earned value criteria have met the test of time.”
assigned to the completed work through the reporting period.

(Reference: EVM Criterion No. 7: Identify physical products, milestones, technical performance goals, or other indicators that will be used to measure progress.)

**Step 6: You must form a performance measurement baseline and determine the points of management control referred to as Control Account Plans (CAPs).** Earned value requires use of an integrated project baseline. An integrated baseline means that the defined work must include both the baseline schedule and the authorized budget. Integration takes place within each of the specified WBS elements.

Project management must next specify their points of management focus, referred to in earned value as CAPs [2]. CAPS are placed at selected WBS elements and can best be thought of as sub-projects, project teams, or subdivisions of the total project. The sum of the CAPS will constitute the total project baseline. The actual earned value performance measurement will take place within each of the specified CAPS. Total project performance is simply the summation of all the detailed CAPS, which can be placed at any level of the WBS.

On some commercial type contracts, the total project baseline may sometimes include such things as indirect costs and even profits or fees to match the total authorized project commitment. The project baseline must include whatever executive management has authorized the project manager to accomplish.

Most likely, internal company projects typically do not contain indirect costs or profits. Many (perhaps most) internal project baselines will simply represent the sum of the defined CAPs, which are often made up from direct labor hours only. The authorized project baseline constitutes whatever management has decided it should be.

Note: The referenced EVM criterion No. 8 contains a lot of words, most of which are beyond the requirement for simple earned value applications.

(Reference: EVM Criterion No. 8: Establish and maintain a time-phased budget baseline, at the control account level, against which program performance can be measured. Initial budgets established for performance measurement will be based upon either internal management goals or the external customer-negotiated target cost including estimates for authorized but undefined work. Budget for far-term efforts may be held in higher-level accounts until an appropriate time for allocation at the control account level. On government contracts, if an over-target baseline is used for performance measurement reporting purposes, prior notification must be provided to the customer.)

**Step 7: You must record all direct costs by project consistently with the authorized baseline budgets, in accordance with the organization’s general books of accounts.** This criterion simply requires that project managers be informed as to how much money they have spent on their projects—a simple requirement that some organizations find extremely challenging. The reason is many organizations have been functionally oriented for so long that they have lost their ability to focus on individual project performance. It is absolutely essential that direct costs be identified by project as work progresses.

In order to employ earned value on any project, the actual costs must be aligned to the authorized project budgets. Remember the rule that planned value represents the authorized work plus budget, which is then converted into completed work and the same budget to represent the earned value. Earned value must then be relatable to the actual costs in order to determine the cost efficiency factor, called the Cost Performance Index (CPI). The CPI is likely the single most important metric for any project employing earned value.

There is a trend in projects employing earned value to measure performance on a weekly basis. We need to understand what this means, and what it does not mean. Weekly EVM means the measurement of internal direct labor hours. On a weekly basis, the company labor tapes will produce a planned value, earned value, and actual hours for internal direct labor hours only. Direct labor dollars, indirect costs, purchased articles, travel, etc., are generally not available on a weekly basis. Weekly performance measurement takes place on the internal direct labor hours only.

(Reference: EVM Criterion No. 16: Record direct costs in a manner consistent with the budgets in a formal system controlled by the general books of account.)

**Step 8: You must continuously monitor the earned value performance to determine cost and schedule departures from the baseline plan: both schedule variances (earned value less the planned value) and cost variances (earned value less the actual costs).** Projects employing earned value must monitor their cost and schedule results against the authorized baseline for the duration of the project. Management will focus their primary attention on exceptions to the baseline plan, particularly those that are greater than previously defined acceptable tolerances. Earned value is thus a management by exception concept.

A negative earned value schedule variance simply means that the value of the work performed does not match the value of the work scheduled, that is, the project is falling behind in its scheduled work plan. Each behind-schedule task should be assessed as to its criticality. If the late tasks are on the critical path, or if the tasks carry a high risk to the project, then efforts must be taken to get the late tasks back on schedule. However, additional project resources should not typically be spent on low-risk tasks or tasks that have positive critical path float.

The single most important aspect of employing earned value is the cost efficiency readings it provides. The difference between the value of work earned, versus the costs incurred to accomplish the work provides the cost efficiency factor. If the project spends more money than it receives in value, this reflects an overrun condition. Overruns are typically non-recoverable. Overruns expressed as a percentage value have been found to deteriorate unless the project takes aggressive actions to mitigate the condition.

Perhaps of greatest benefit, the earned value cost efficiency rate has been found to stabilize from the 20 percent point of a project completion. The cost efficiency factor, CPI, is thus an important metric for any project manager or portfolio executive to monitor.

(Reference: EVM Criterion No. 22: At least on a monthly basis, generate the following information at the control account and other levels necessary for management control using actual cost data from, or reconcilable with, the accounting system:

1. Comparison of the amount of planned budget and the amount of budget earned for work accomplished. This comparison provides the schedule variance.

2. Comparison of the amount of the budget earned and the actual (applied where appropriate) direct costs for the same work. This comparison...
Step 9: Using earned value data, you must forecast the final required costs based on actual performance and keep management apprised so they can take corrective actions if necessary. One of the more beneficial aspects of earned value is that it provides the capability to quickly and independently forecast the total funds required to complete a project, commonly referred to as the estimate at completion. Based on actual cost and schedule performance against the baseline plan, a project is able to accurately estimate the total funds it will require to finish the job within a finite range of values.

Often, management or customers will have a preconceived notion of what final costs should be or what they would like them to be. If the earned value statistical forecast of estimated final costs are greater than the official project manager’s estimate to complete the project, someone needs to reconcile these professional differences of opinion.

Actual performance results on any project, good or bad, are in effect sunk costs. Such costs represent what the project has actually achieved in performance. Thus any improvements in performance must come from the future work – tasks that lie ahead of the project’s status date. Earned value allows the project manager to accurately quantify the cost and schedule performance achieved to date. And if the results achieved to date are less than that desired by management, the project can exert a more aggressive posture to influence the future work.

Earned value allows the project to accurately quantify the value of its work it has achieved. It also allows the project to quantify the value of the future work in order to stay within the objectives set for the project by management. Likely, the single most respected method to forecast the final cost results is to assume that the project will continue at its established cost efficiency rate, CPI; if it will get better or worse within a narrow, finite range.

(Reference: EVM Criterion No. 27: Develop revised estimates of cost at completion based on performance to date, commitment values for material, and estimates of future conditions. Compare this information with the performance measurement baseline to identify variances at completion important to company management and any applicable customer reporting requirements including statements of funding requirements.)

Step 10: You must manage the authorized scope by approving or rejecting all changes, and incorporating approved changes into the project baseline in a timely manner. The project performance measurement baseline, initially put into place at the project start, is only as good as the management of all proposed new changes to the baseline for the duration of the project. Performance baselines quickly become invalid simply by failing to incorporate changes into the approved baseline with the addition or deletion of added work scope.

All new change requests of the project must be quickly addressed, either by approving such changes or by rejecting them. All project managers should have sufficient authority to say no.

In order for the initial baseline to remain valid, every change must be controlled. Maintaining an approved baseline can be as challenging as the initial definition of the project scope at the start of the project.

(Reference: EVM Criterion No. 28: Incorporate authorized changes in a timely manner, recording the effects of such changes in budgets and schedules. In the directed effort prior to negotiation of a change, base such revisions on the amount estimated and budgeted to the program organizations.)

Summary

Earned value project management is not a difficult concept to understand or employ. It is certainly not as complicated a process as some have made it to be throughout the years. We have concluded that effective earned value can be achieved by simply applying these 10 steps and can be applied to any project, of any size, in any industry. Earned value is for the masses.

Again, we are not taking issue with the official project manager’s estimates to complete the project, someone needs to reconcile these professional differences of opinion. (Reference: EVM Criterion No. 27: Develop revised estimates of cost at completion based on performance to date, commitment values for material, and estimates of future conditions. Compare this information with the performance measurement baseline to identify variances at completion important to company management and any applicable customer reporting requirements including statements of funding requirements.)

We could not have stated it better.

Note

1. The numbers as shown relate to the sequence of the listed criteria in both the EVMS and ANSI-EIA-748 Standard.
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Start With “Simple” Earned Value on All Your Projects
An objective of Earned Value Management is to provide a means for predicting the outcome of a project. Inherently, the outcome is largely determined in the planning, and completion forecasting commonly occurs with analysis of project performance. Having the project plan, management would like to be able to quantify its risk: What is the likelihood for having a successful project with this plan? How much should be allocated to reserves to achieve a high probability of success? If reserves are constrained to maintain a bid price in the competitive range, what is the probability of having a successful outcome? During project execution, management desires to answer this question: Can we state with confidence when the project can be expected to complete and simultaneously describe its projected final cost? The application of statistical methods facilitates answering these questions. This article describes the elements necessary for performing statistical analysis.

The worth of Earned Value Management (EVM) has been demonstrated over the 35 plus years of application to many projects. There is substantive evidence of its positive influence on project outcome results. EVM fosters several good management practices that contribute to successful project performance: organization, accountability, planning, risk assessment, tracking, reporting, controlling, etc. Overarching these elements, in my opinion, is the most significant contribution to the improvement of the state of management practice is that EVM has brought science to the management of projects. Without numbers, scientific management is not possible. Because of EVM, project managers have numbers with a sound basis. Performance of a project has a quantitative description with meaning. And, in turn, the numerical description provides project managers with information useful for guiding and controlling the project. From a relatively simple concept, a quantum leap has been made for the management of projects – Earned Value Management.

Several formulas derived from EVM measures are available for predicting the final cost of projects. These cost prediction formulas have been well studied over the last 15 years. From the research, the EVM community has an understanding of project behaviors. We now know how to calculate the most optimistic and predicted outcome for cost. And, we understand that projects perform less efficiently as they progress toward completion. For very large projects, we know from early results the range of likely final cost outcomes. Significant strides have been made in project management from the use of EVM measures; project managers now have available a few research-derived prediction tools.

Is There a Path to Improved Prediction?

In truth, advancement of outcome prediction knowledge for EVM-based projects has remained stagnant for nearly a decade. The prediction findings cited previously were established several years ago and have not been improved upon. Although there is more than 35 years of numerical evidence of project performance for many types of applications (defense, construction, software, etc.) from several countries, this EVM data is not available for research. If we could only get by the unfounded worry that by divulging our data for completed projects we are somehow giving up sensitive information that could somehow negatively impact our company. Possibly, the influence of the Sarbanes-Oxley Act [1] may help to overcome this roadblock to advancement of EVM. Let us hope so. The sharing of data will not only lead to improved prediction methods, it will also promote continuing improvements to EVM itself.

In the previous discussion, I have established that a researcher, desiring to test a theory concerning EVM, has only limited data – specifically, his own. Thus, the question becomes: “What advancement can be made knowing the researcher’s hypothesis cannot be fully tested and validated because of the inaccessibility of broad-based data?” At this time, many of you will probably say, “Not much.” Even with today’s situation, we can improve our capability to predict outcomes. Here is my answer to the question: Apply well-established statistical methods. Statistical methods are proven calculation techniques by which one can infer project outcomes with confidence. Using these methods, past performance can provide a vision of the future.

Is It Difficult to Do?

Good question. Without a background in statistics, it may be somewhat overwhelming in the beginning. However, with a small amount of training in the applicable areas and some practice with EVM data, proficiency will come. In the absence of statistical tools applicable to EVM, you will need to develop spreadsheets until the commercial EVM tool sources catch up to the market. Creating the spreadsheets will not be difficult for someone adept at it and can likely be accomplished in semi-professional form within a short amount of time (my estimate is two to three weeks).

Our Focus

Before we lose ourselves in the discussion of statistics, the focus of this article needs to be stated. The objective is to provide project managers the ability to answer the following questions:

• What is the likelihood for having a successful project with this plan?
• How much should be allocated in reserves to achieve a high probability of success?
• If reserves are constrained to maintain the bid price in the competitive range, what is the probability of having a successful outcome?
• Can we state with confidence when the project can be expected to complete and simultaneously describe its projected final cost?

Certainly, with the ability to answer these questions, project managers and their superiors can make better informed decisions. By taking the correct management action at the right time, we can expect improvement in the success rate for projects and the avoidance of failure.

Applying Statistics to EVM

To apply statistical methods, a few properties of data are needed before we can address these questions. First, we need to establish that the data can be described by Normal distribution. If it can, then
our ability to draw inferences and make predictions is greatly simplified. The second property is the value representing the mean or average value of the observations. The third property is the variation in the observed data values. These properties are interconnected; without the characterization of the data (i.e., its type of distribution), neither the mean nor the variation can be determined correctly. And without the mean and variation, the focus questions cannot be answered.

Let us assume the observances of the EVM indicator are normally distributed; Figure 1 is an example of Normal distribution. When this is the case, the distribution is symmetrical around its peak, the most frequently observed value. The mean of the distribution is the value associated with the peak. The width or spread of the distribution is a function of the variation in the observed values – the larger the spread, the greater the variation.

From this information, inferences or predictions can be made. For example, we can calculate at a specified precision the range of values for the EVM indicator which encompasses its true value or predicted outcome value. In statistical terminology, the end values of this range are confidence limits (CL). These limits are generally calculated at 90 or 95 percent precision and are commonly termed "percent confidence level. For example, the CL calculated using the 95 percent CL provide a range of values in which we have 95 percent confidence of including the true value of the mean. To make this clearer, I will express it mathematically [2]:

\[
CL = \text{Mean} \pm Z \times \frac{\sigma}{\sqrt{n}}
\]

where,

- \( Z \) is a value representing the 90 or 95 percent confidence level
- \( \sigma \) is a number representing the variation in the observed values
- \( n \) is the number of observances

This equation is not very daunting, and possibly you are beginning to see the usefulness of calculating CL. Clarity with regard to its application should be realized from the coming examples.

Another fundamental needed for having the ability to answer our questions is the calculation of the probability for achieving a specified result. In essence, the calculation obeys the above equation. However, instead of calculating confidence limits, we compute the value of \( Z \) [2]:

\[
Z = (X - \text{Mean}) / (\sigma / \sqrt{n})
\]

where, \( X \) is a value for which an associated probability is desired

From the calculated value of \( Z \), the probability that the true value of the mean is less than or equal to the value \( X \) can be obtained from a mathematical table of Normal distribution [2], or by using a spreadsheet function to perform the conversion. For example, the statistical function NORMSINV from Microsoft Excel may be used to perform the calculation.

Although it may not be totally clear at this point, with these two fairly simple equations, every one of the earlier questions can be answered.

## Calculation Examples

For understanding, let us perform a few calculations pertinent to our objectives. We will continue with the assumption that the periodic observations of the Cost Performance Index (CPI) are normally distributed. For the example, the cost performance efficiency (cumulative CPI) of a software project is found to be equal to 0.931. The cumulative value of CPI is taken to be a good estimate of the mean of the observations. The variation of the periodic values of CPI, i.e., the estimate of the standard deviation \( \sigma \), is equal to 0.340. The number of periodic observations is 16. The level of confidence desired is 90 percent; from a normal distribution table, the value of \( Z \) is determined to be 1.645. From this information, we can calculate the confidence limits:

\[
CL = \text{Mean} \pm Z \times \frac{\sigma}{\sqrt{n}}
\]

\[
= 0.931 \pm (1.645) \times (0.340 / \sqrt{16})
\]

\[
= 0.931 \pm 0.140
\]

\[
= 1.071, 0.791
\]

The values calculated for the confidence limits, 0.791 and 1.071, identify the range for the mean of CPI. Furthermore, we have 90 percent confidence that the true value of the mean of CPI is within these limits.

With this information, we can predict the high and low values of the final cost with 90 percent confidence using the following formula:

\[
\text{IEAC} = \frac{\text{BAC}}{\text{CL}}
\]

where,

- \( \text{IEAC} \) (Independent Estimate at Completion) is the forecast cost at project completion
- \( \text{BAC} \) (Budget at Completion) is the planned cost for the project

Assuming BAC = $1,000, the range for final cost is $1,264 and $934. Now, assume that in order to not consume all the management reserve, the cost performance efficiency must be greater than or equal to 0.850. Another way of viewing this is the reciprocal of CPI (mean), \( 1/0.931 = 1.074 \), must be less than or equal to the reciprocal of 0.850, or 1.176. With these numbers and the parameter values provided in the previous example, the probability of a having a successful project can be computed:
Is It Really That Simple?
No. I wish it was. The previous description of the calculations illustrates the idea in its simplest form, but there are six elements which add complexity:

- Normality.
- Finite population.
- Equal samples.
- Anomalous behavior.
- Fewer than 30 observations.
- Increasing inefficiency.

Recall in the previous discussion and the calculation examples, it was assumed that the periodic values of CPI are normally distributed. This is not the case; the distribution is right-skewed. From previous work, I have shown that by applying logarithms, the distributions of CPI and Schedule Performance Index SPI(t) can be made to appear normal [3]. Figure 2 illustrates the transformation of a right-skewed distribution to its symmetrical normal distribution by the application of logarithms.

The second element, finite population, is extremely significant. Statistical methods assume the population under examination is infinite. However, projects are finite—they have a start and an end. For finite populations, the statistical calculations must be adjusted. As the project moves toward completion, the adjustment causes the probability of success to move toward 100 percent or zero; i.e., the project completed successfully or it did not. Likewise, the finite population adjustment causes the upper and lower confidence limits to approach each other, concluding at the same value, the mean.

Statistics assumes that each observation is of equal size. For example, if we are trying to infer the proportion of black marbles to white ones in a huge barrel, we might choose to draw independently 10 samples of 10 marbles. It would not be correct statistical practice to draw 10 samples of varying size. In our situation, each observance of CPI represents differing amounts of actual cost. To perform the statistical analysis in the appropriate manner, periodic CPIs must be developed for equal cost samples [4]. From the project data examined to date, the estimate of the variation is slightly smaller for equal cost samples than its value calculated from simply using the reported periodic CPI values.

Certainly, if there is one periodic value that is much different from the remainder, we have to question whether or not to include it in our calculations. By including the anomaly, we might predict a project outcome much differently from the prediction made excluding it. The inclusion of the anomaly has the potential of causing an incorrect management action as well. My recommendation is to identify anomalies using the methods of Statistical Process Control, applying the Shewhart rule only [5]. Removing anomalous behavior improves project outcome prediction and its identification enables appropriate management action.

When the number of observances is fewer than 30, it is accepted practice to perform the statistical calculations using

\[
Z = \frac{(X - \text{Mean})}{(\sigma/\sqrt{n})}
\]

\[
= (1.176 - 1.074) + (0.340/16)
\]

\[
= 0.102 \div 0.085
\]

\[
= 1.200
\]

Converting Z (using Normal distribution), we obtain the probability of the project’s final cost being less than its allocated budget to be 88.5 percent.

Calculation Examples—Including Complexity
Let us perform the calculations again and account for the elements adding complexity. For these calculations, assume that none of the observations exhibit anomalous behavior and the distribution is log-normal. Also assume the compensated CPI mean is 0.911 and that the variation of the compensated values is 0.250 for the Normal distribution. Note that both values are somewhat less than those used in the earlier example, just as we would expect. Recall from earlier discussion that the final cumulative CPI tends to be less than the present value, and the variation is smaller from the effects of equal samples and applying compensation. For this example, the total population of observances for the project is 21, and from the previous example the number of observations (n) is equal to 16.

For the confidence limits, the following calculation is made:

\[
\ln CL = \ln \text{Mean} \pm Z \times \sigma/\sqrt{n} \times \text{Adjustment for finite population}^1
\]
Converting $Z$, using the Student-t distribution, the probability of having a successful project outcome is determined to be 98.0 percent.

The differences between these estimates and those computed previously are very noticeable. The range of the confidence limits is very much smaller for the second calculation (even when using the Student-t distribution). In other words, by accounting for the complexities, the project manager has a much more refined estimate of the final outcome.

Summary
From the past studies performed on EVM measures from large defense contracts, managers and analysts have some ability to forecast the final cost of projects. The ability to advance forecasting beyond its present status, that is to projects which are neither defense related nor large (as are many software or information technology projects), is hampered by the lack of accessible broad-based data for research. Consequently, researchers have little facility to test their hypotheses.

To circumvent the lack of data for experimentation, the application of statistics is proposed. The use of statistical methods for inferring outcomes is a long-standing mathematical approach. The methods applied to EVM measures are shown to be relatively simple in concept. However, several elements are discussed, which cause the application to have added complexity. Including the complexity elements in the method is shown to provide managers with a more refined forecast of project outcome.

Final Remarks
My desire for this article is that it will promote interest in the application of statistical methods to EVM measures. If interest is generated, it is my belief that other positive behaviors may follow:

- Project data records will become more meticulous and, thus, become more useful for further research.
- Data sharing will occur leading to a common EVM data repository for researchers.
- As the use of statistical methods propagates, automated tools will emerge, in turn further expanding the application.
- If this vision of the next frontier becomes reality, project management will make another quantum leap forward.

Notes
1. The statistical variation of observed measures is expressed as standard deviations. See [2] (or any text on statistics) for a complete description.
2. SPI(t) is the Schedule Performance Index (time based) and is a measure of schedule performance efficiency [8].
3. The Student-t distribution approaches the Normal distribution as the number of observations becomes large (>30) [9].
4. The adjustment for a finite population is \( \sqrt{n} \) * Adjustment for finite population
5. The adjustment for a finite population is \( \sqrt{n} \) * Adjustment for finite population
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Many processes and procedures are large or difficult to use. The situation becomes even worse when complexity is involved. Putting large or difficult-to-use documentation on a Web site does not usually solve the problem. This article describes best practices for defining short and usable processes and procedures. These best practices have been used at real organizations over the last few years to define short and usable processes and procedures. Measurable results include cutting organizational processes and procedures in half while making them more usable (e.g., reducing 600 pages to 300 pages). The objectives of this article are to describe common problems with process documentation, including some human aspects of using process documents, discuss some best practices for defining short and usable processes and procedures, describe some success stories in real organizations, and provide some lessons learned.

Before we get into describing industry best practices, it is good to understand common problems with process documentation. Table 1 lists a summary of common problems.

How do we address the common problem with process documentation? One place to start is to recognize that not all documentation is used the same way. In this article, the term process documentation is used interchangeably with policies, standards, processes, and procedures. Table 2 contains a list of the types of process documentation and the ways in which these are used.

Figure 1 [2] identifies the types of process documents and some critical relationships among those documents.

### Process Documentation Usage Modes

Processes and procedures have different levels of users [3]. Some users have never used the process (i.e., beginner users). Some users have used the process a few times, but need guidance and lessons learned (i.e., intermediate users). Some users have used the process many times and may even be responsible for running the process (i.e., experts). The next sections will describe the three levels of documentation: expert, intermediate, and beginner.

#### Expert Mode Documentation

Expert mode documentation is short and concise [3]. When a pilot flies an airplane, he or she does not pull out a training manual; they use expert checklists for takeoff and landing. Expert mode documentation is made for experts and does not contain any training material. See Figure 2 (page 26) for an example of expert mode.

Most people want expert mode documentation because it is short. The problem with expert mode documentation is that not everybody is an expert. For example, not everyone can read a checklist for a rocket scientist [sometimes you really need to be a rocket scientist]. Putting expert mode documentation in the hands of non-experts can be dangerous. Why do experts need documentation if they are experts? Because people can forget things. This is why checklists are so powerful. Experts can also leave your organization, taking precious organizational knowledge with them. This is why expert knowledge should be documented.

---

**Table 1: Common Problems Process Documentation**

<table>
<thead>
<tr>
<th>Problem</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Too Big</td>
<td>Most process documentation is too big. Blaise Pascal once said, “I have made this letter longer than usual because I lack the time to make it shorter.” This quote applies to most processes and procedures. Process documentation should be short, concise, and usable.</td>
</tr>
<tr>
<td>2. Not Enough Pictures</td>
<td>Most processes and procedures lack pictures and diagrams. If a picture is worth a thousand words, process documentation should have more pictures. Good process documentation should be a mixture of pictures and words. The best pictures are well-thought-out diagrams. The best diagrams for process documentation are process models.</td>
</tr>
<tr>
<td>3. Poorly Designed Documentation</td>
<td>Processes and procedures usually violate documentation design and good writing principles. Principles such as chunking (i.e., seven plus or minus two), consistency, etc., are usually not used.</td>
</tr>
<tr>
<td>4. Unusable and One Size Fits All</td>
<td>Most processes and procedures are not designed with customers and users in mind, making them hard to use. Much documentation also has the one-size-fits-all mentality because it does not consider expert, intermediate, and beginner users.</td>
</tr>
<tr>
<td>5. Mixed Information Types</td>
<td>Policies, standards, processes, procedures, and training are all different types of information [2]. Most process documentation mixes these different types of information into the same paragraphs as if they were all used the same way. Each one of these document types has a different usage scenario.</td>
</tr>
<tr>
<td>6. Written Sequentially</td>
<td>Process documentation is not a novel, and is not meant to be read linearly (i.e. from beginning to end). Process documentation is reference material that is meant to be used non-linearly. This is why labeling is critical so that users can find information quickly.</td>
</tr>
<tr>
<td>7. Hard-to-Find Information Fast</td>
<td>Users of documentation will look for information for a few minutes. But if they cannot find the information quickly, many times they will give up in frustration and not use the processes or procedures. This can lead to serious nonconformance problems for many organizations.</td>
</tr>
<tr>
<td>8. Shelfware</td>
<td>Most process documentation becomes shelfware (i.e. collects dust on a shelf). Online processes (e.g. on an intranet) must be well designed or they will also become unused Web-ware.</td>
</tr>
</tbody>
</table>
Intermediate Mode Documentation

Intermediate mode documentation uses the expert mode documentation, but builds and adds to it by providing guidance and lessons learned. For example, guidance is very useful to people who do not have to follow a process or procedure very often. Even experts forget guidance and lessons learned for an annual process or an infrequently used process. Having guidance available to those who need or want it is very useful. Both Figure 2 and Table 3 (page 26) together are examples of intermediate mode.

Typically, guidance and lessons learned are not auditable. Process phases and procedure steps are required and auditable, but the supporting guidance and lessons learned are there for support only. One best practice is to distinguish between required steps and optional guidance. Some organizations have chosen to label guidance and lessons learned with a guidance label.

Beginner Mode Documentation

Beginner mode documentation uses the intermediate mode documentation, but adds training to it. Beginners should feel free to use the training manuals until they become familiar with the process. Beginners should also be mentored as appropriate. Some processes are simple, and some are complex. Complex processes should have formal training and be followed up by mentoring.

Usage Problem and Solutions

How can an organization afford to provide three versions of the same documentation? Someday software could allow this by just setting a documentation mode (expert/intermediate/beginner) and the user could see the appropriate information. A best practice that solves this problem is to define the process in chunks at the intermediate level (i.e., one version in intermediate mode). Add in training for the beginner and the expert can grab the appropriate chunks. Another best practice is that short, expert-mode documentation can also be provided for the experts.

What Is a Good Process?

The purpose of this section is to describe the required process elements necessary to define a good process. Table 4 (page 27) describes the practical who, what, where, when, why, and how process questions [2]. Each question is answered by a key process element. By addressing all the process elements on one page, the five W’s (who, what, where, when, and why) can be represented in a diagram on one page in expert mode (Figure 2).

A good process should include the following:

- Address the five Ws and answer the key process questions.
- Have both pictures and words (most people prefer pictures, but some people prefer words).
- Be usable and well written.
- Be well chunked and labeled so chunks can be found quickly [1].
- Be short (e.g., a diagram that answers the five W’s on one page).

A Best Practice: Process Modeling

A good process should have pictures. It is said that a picture is worth a thousand words. However, not all pictures are good pictures. Some pictures cause confusion, and some pictures are more harmful than helpful. So what is a good picture? Process modeling is a best practice that helps design good diagrams that address the five W’s. For a short and usable example, see Figure 2.

What is a process model? A process model M models reality if M answers questions about R [4]. A good process model should answer the key process questions (i.e., the five W’s in Table 4). A process model is typically represented by diagrams and powerful notations that represent roles, activities, work products, and the relationships between them.

Checklists

Checklists are powerful repeatable representations. A checklist is a short and usable example of a process model. Each question is answered by a key process element.

Table 2: Types of Process Documentation and Their Uses

<table>
<thead>
<tr>
<th>Document Type</th>
<th>Usage</th>
</tr>
</thead>
</table>
| Policy        | - Used by senior management to set direction in an organization.  
                 - States principles that organizations should follow. |
| Standard      | - Specifies the sections of a document, and provides a description of what goes into those sections.  
                 - Makes the content of documents repeatable. |
| Process       | - What happens over time to produce a desired result(s).  
                 - Should answer the five Ws: who, what, where, when, and why. |
| Procedure     | - How-to or step-by-step information [1]. Example procedures are checklists, forms, and step/action tables.  
                 - Implements part of a process. |

Table 3 (page 26) together are examples of intermediate mode.

Figure 1: Types of Process Documents and Their Relationships

Documentation Framework

- **Policies**
  - "Laws" or "Principles" that govern operations.
  - Govern/Guide

- **Processes**
  - "What happens over time" to produce results.
  - Implemented by

- **Procedures**
  - "How-to" or step-by-step instructions.
  - Supported by

- **Training**
  - Provides the needed knowledge and skills.

- **Tools**
  - Supports and automates operations.

Note: Slide adapted from "A Software Process Framework for the SEI Capability Maturity Model." Olsson et al. CMU/SEI-94-HB-01
sentations of activities that need to be completed to declare something completed. What makes checklists so powerful is that it usually does not matter in what order the checklist is completed. This is why checklists are useful for concurrent activities (e.g., versus flowcharts that are poor at representing concurrency).

**Forms**

Forms, along with instructions for completing the forms, are repeatable mechanisms for supporting processes. Forms are powerful mechanisms for collecting data in a repeatable way.

**Step/Action Tables**

One effective way to represent a procedure is using a step/action table [1]. Step/action tables are useful when order matters. For example, if a person needs to track his or her time, then starting to track time should not be the last step. For an example procedure of when order matters, see Table 5.

**Some Success Stories**

The best practices discussed in this article have been successfully used in practice over the last decade. More recently, major breakthroughs in defining extremely short and concise processes have also been achieved. An example of a short sub-process can be found in Figure 2 and Table 3. The following are some success story summaries (without revealing organizational identities).

**Organizational Example 1**

Organization No. 1 had a process that was not followed very well, and the process user feedback was that users did not like the process. The process had the following weaknesses (which are typical to most organizations):

- Mixture of document types: policies, standards, processes, and procedures.
- The existing processes lacked pictures (i.e., mostly text).
- The principle of **chunking** was violated in the flowcharts and in the number of process and procedure steps (e.g., processes and procedures with more than 20 steps), making the processes and procedures hard to use.
- Processes did not address all the five W's (e.g., when was missing; some other W's were also weak). It is hard to follow a process if you do not know when to start or when you are done.
- Procedures were very large and hard to follow (e.g., typical of International Organization of Standardization [ISO])

---

**Table 3: 7.1 Develop Project Configuration Management Plan (Intermediate Mode)**

<table>
<thead>
<tr>
<th>Step</th>
<th>Role</th>
<th>Process Step</th>
</tr>
</thead>
</table>
| 7.1.1 | PM | Assign Project CM Plan to CM Lead  
At the appropriate time in the project (typically during project planning), the PM assigns the Project’s CM plan development to the CM lead.  
**GUIDANCE:**  
A CM lead should have experience in setting up CM systems and performing CM. The CM Lead should also have been trained in CM. |
| 7.1.2 | CM Lead | Develop Project CM Plan  
The CM Lead develops the Project CM plan according to the sections in the CM Plan Standard. It is required to follow the exact format of the CM Plan Standard  
**GUIDANCE:**  
The CM Plan Standard and example completed Project CM plans can be found on the Organizational Process Asset Web site. |
| 7.1.3 | All Active Roles | Review Project CM Plan  
The CM Plan, CM Lead, and QA are required to peer review the CM Plan according to the CM Plan checklist in Appendix C. QA should review the CM Plan against the CM Plan Standard.  
**GUIDANCE:**  
It is recommended to include the Project Team in the review. |
| 7.1.4 | CM Lead | Set Up Project CM System  
The CM Lead sets up the CM system for the project according to the Set-Up CM System Procedure in Appendix D. This step should be performed concurrently with steps 7.1.5 and 7.1.6.  
**GUIDANCE:**  
This task is only done once and may already be completed for maintenance projects. |
| 7.1.5 | QA | Approve?  
If “YES,” then proceed to Process Step 7.1.6.  
If “NO,” then proceed back to Process Step 7.1.2 for rework.  
After the third “No” iteration or 2 weeks after the first disapproval, escalate a CM Plan disapproval issue to Project Management.  
**GUIDANCE:**  
QA should pursue the CM Project Planning Process is followed. QA also needs to work with the Project Manager regarding approval issues. |
| 7.1.6 | QA | Approve Project CM Plan  
QA approves the Project CM Plan and places the plan on the project’s official Web site.  
This sub-process is not complete until all steps have been completed (e.g., 7.1.4).  
**GUIDANCE:**  
QA should ensure the Project CM Plan is integrated into the overall Project Plan. The Project CM Plan is placed under CM with the Project Plan in the Project Planning Process. |

Note: Project Manager (PM), Configuration Management (CM), Quality Assurance (QA).
New processes and procedures implemented the best practices described in this article and addressed all these weaknesses above. Process modeling was used to add good diagrams and address chunking of the flow chart. The new processes addressed all the five W’s and were defined on one page for expert mode (Please see Figure 2 for an example of the five W’s).

In conclusion, organization No. 1 was much happier with diagrams on one page (i.e., process models), and with short, usable processes and procedures.

Organizational Example 2

In organization No. 2, although detailed procedures existed, the overall processes had not been documented. Four subprocesses were defined on one-page diagrams (i.e., process models) for each process in expert mode (the five W’s on one page), and a page of text along with guidance was developed in intermediate mode to support the diagram (see Figure 2 and Table 3 for a similar example). This organization packaged these four short processes in a single process guide in intermediate mode in about 20 pages total—four pages per process (similar processes documents can be more than 100 pages).

The experienced manager of this newly defined process was promoted in organization No. 2. Sometimes experienced people get stuck in positions because they are the only ones who know the processes, and often the processes are not documented. The new process document also helped with the transition because it allowed a new manager to come in and quickly learn the documented processes.

Organizational Example 3

Organization No. 3 requested a process review of all its processes that identified strengths, weaknesses, and made specific recommendations to senior management. During the organizational process review, it was discovered that a key process was not documented. The process was designed into three sub-processes, and each sub-process was defined on one page using a diagram (i.e., expert mode), and a page of text (along with guidance) was developed in intermediate mode to support the diagram (see Figure 2 and Table 3 for a similar sub-process example). The entire new process guide (including the policy, standard, process, and procedures) is about 20 pages long total (this includes about a dozen sections, including purpose, audience, usage, scope, metrics, procedures, references, etc). The new process also met all ISO requirements, which added about five pages. In conclusion, organization No. 3 is much happier and has more complete, better, shorter, and more usable processes and procedures.

Organizational Example 4

Organization No. 4 complained that its processes and procedures were too large and difficult to use. After applying the best practices described in this article, the processes and procedures were cut in half (e.g., 600 total pages were reduced to 300 total pages). The processes and procedures are also more usable. What is fascinating about this example is although the processes and procedures were cut in half, no information was lost.

Some Lessons Learned

Here are some of the lessons learned while defining processes with best practices:

- Do not mix policy, standard, process, and procedure information (e.g., in the same paragraph). Label this different information, and consider how the information is used.
- Define all process documentation as simply as possible, but no simpler (information that is too simple does not work). Keep process documentation concise (i.e., short and sweet), but expect some processes to be complex.
- Use good pictures (most people prefer pictures). Process modeling is a best practice and scales up to very complex systems. Use process modeling to develop good pictures.
- For each process or sub-process, define the five W’s on one page using a diagram (see Figure 2 for an example). A good process diagram can replace 20-25 pages of text.
- Use procedures (i.e., checklists, forms, and step/action tables [1]) for implementing processes and for repeatability.
- Use chunking (i.e., seven plus or minus two), organize the chunks, and label the chunks (so users can find information quickly). Process modeling and information mapping [1] help

---

### Table 4: The Practical Process Question

<table>
<thead>
<tr>
<th>Key Process Question</th>
<th>Process Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Why is the activity performed?</td>
<td>1. Purpose</td>
</tr>
<tr>
<td>What actions are performed?</td>
<td>2. Activities</td>
</tr>
<tr>
<td>What work products are used?</td>
<td>3. Input(s)</td>
</tr>
<tr>
<td>What work products are produced?</td>
<td>4. Output(s)</td>
</tr>
<tr>
<td>When does the activity begin?</td>
<td>5. Entry criteria</td>
</tr>
<tr>
<td>When does the activity end?</td>
<td>6. Exit criteria</td>
</tr>
<tr>
<td>Who performs activities?</td>
<td>7. Roles</td>
</tr>
<tr>
<td>Where is activity performed?</td>
<td>8. Process Context (e.g., Hierarchy)</td>
</tr>
<tr>
<td>How is the activity implemented?</td>
<td>9. Sub-Activity or Procedure</td>
</tr>
</tbody>
</table>

### Table 5: Example: Step/Action Table Procedure

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Begin to track time (e.g., write down the start time).</td>
</tr>
<tr>
<td>2</td>
<td>Look for defects in the selected work product by using the appropriate data-driven checklist.</td>
</tr>
<tr>
<td>3</td>
<td>Log the defects of the Defect Form. Continue logging defects until the work product is completely inspected using the checklist.</td>
</tr>
<tr>
<td>4</td>
<td>End tracking time (e.g., write down the end time). Calculate the total time spent looking for and logging defects, and record the total time on the Defect Form.</td>
</tr>
</tbody>
</table>
tremendously with this principle.

- Account for beginner, intermediate, and expert users of the process.
- Design measurement into the process. Do not add measurement as an afterthought.
- The processes must be tailored to each organization, each business unit or division, and each project.

Summary

In summary, the objectives of this article are the following:
1. Describe common problems with process documentation, including some human aspects of using process documents.
2. Discuss some best practices for defining short and usable processes and procedures.
3. Describe some success stories in real organizations.
4. Provide some lessons learned.

Defining short and usable processes and procedures is challenging. There are many best practices that can be used to help improve process documentation. The approach summarized in this article uses a collection of best practices, all wrapped into a process (for defining processes). The author hopes that the readers have benefited from the description of some of the best practices along with the example process in Figure 2 and Table 3.

Note

1. Chunks example: Most people can only remember chunks of information (e.g., that is why 15-16 digit credit cards numbers are broken into smaller chunks [seven, plus or minus two]; a 16-digit Visa number is usually broken into four groups of four digits).
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Process improvement programs face a number of challenges within an organization. These challenges can include fickle or uncaring sponsors, strange behavior, and process envy. Such dysfunctional behaviors reflect the personalities and culture of the organization. Any organization is a miniature version of society as a whole. In order to gain some insight into the effects of dysfunctional behavior in an organization, let us turn to the best demonstration of dysfunction in our society, The Jerry Springer Show. This article will relate some of the dysfunctional behavior seen on the Springer show that sabotages relationships to the resistance and strange behavior that can sink a process improvement program.

Sponsors

Many articles and presentations on successful improvement programs talk about the importance of sponsorship. Involved and active sponsorship is critical to process improvement efforts. If the sponsor gets involved, others in the organization notice and play along. There are two types of sponsor behaviors that can hurt an improvement effort: cheating and a lack of attention.

The Springer show routinely features cheating spouses. Invariably, they bring their new lover on the show and a fight ensues. Feelings are hurt and the relationship is never the same. In the process improvement world, cheating spouses relate to sponsors that jump from improvement idea to improvement idea. Reading too many airline magazines often causes this problem. A sponsor will profess his love for Capability Maturity Model Integration (CMMI)-based process improvement one day, staff an improvement program, and ask his managers to join in. Then, while the sponsor is on a business trip, a new improvement program catches his eye. Maybe it is Lean Six Sigma. Maybe it is the Balanced Scorecard. Suddenly that CMMI book just does not look the same. Its cover isn't as shiny and his attention wanders. The rest of the organization will notice this and follow his lead. This can lead an organization down a long road of shifting from one improvement effort to another, and it does not take long for the organization to see improvement efforts as shallow and pointless. It takes the full commitment of the sponsor to win the hearts and minds of the organization.

“The sponsor pays close attention while the process is growing up, but can easily become content once the target grade level is achieved. The sponsor may forget that the improvements came about because of their involvement.”

Even if sponsors remain committed to a single improvement program, they can lose focus. If that happens, subordinate managers who never really bought into the improvement program will see an opportunity to resist changing their behavior. Organizations that focus on the grade for a CMMI appraisal are especially susceptible to this behavior.

Another regular event on the Springer show involves parents who are suddenly confronted with the unexpected and wild behavior of their children. They say things like, “He’s always been such a good child.” Then the child comes out dressed as a vampire or wearing a diaper and brings out his or her equally bizarre friends. At one time, these were probably good, attentive parents. However, as the children grew older and started hanging out with their friends and pursuing other interests, the parents felt their job was done and turned to other interests of their own.

This type of inattentive parenting equates to sponsors and managers who rush to put improvements in place to get the grade. The sponsor pays close attention while the process is growing up, but can easily become content once the target grade level is achieved. The sponsor may forget that the improvements came about because of their involvement. Once the grade is achieved, the sponsor may turn attention to more pressing matters with the expectation that things will not change. Project managers not committed to continuing improvement will begin to stop following the processes they do not like or do not see as important. While the sponsor is saying, “It has always been a good project. It’s Level 3, you know,” things suddenly start to change. The project starts to miss deadlines, and status reports lose their clarity and validity. Customers start complaining and the sponsor cannot understand what went wrong. Sponsors need to continue to stress the importance of good processes and support their Quality Assurance (QA) group, which can often be the first source of information when a project’s behavior turns strange. A well-established and supported QA group can be a surrogate parent to make sure the projects continue to follow their processes as intended.

Project Managers

Project managers play an integral role in continuing improvement efforts. Successful improvements require cascading sponsorship that flows from the sponsor through the higher levels of management down to the practitioners. Unfortunately, many mid-level managers resist improvement and the changes
show. These people show. Such behavior shows that 17 people in the relationship 
for guidance or insight, and projects that never come, the desired changes in their relationship 
expose their true selves on national television. They will secretly crave the sponsor's attention. Such feelings can be leveraged to bring improvements to those projects.

Improvement Groups and Appraisals
Steve and his security staff sit right at the edge of the Springer stage ready to jump in and get in the middle of any problems that arise. Process improvement groups serve the same role in an organization. When unexpected conflict or resistance appears, the process group is there to step in and work with all the involved parties to reach a solution. Sometimes the combatants on Springer do not want to stop, just like projects that always resist. Steve and his crew keep coming back until the guests behave. Process improvement groups and sponsors need that same level of commitment and persistence.

At the end of every show, Jerry sits off to the side and provides a little homily. He summarizes what the audience saw and puts it all into perspective as much as possible considering what is usually on the show. Lead appraisers fill that same role in improvement efforts. What they see in an organization may be as ugly as what Jerry deals with every day, but they are supposed to stay above it all and put the organization's behavior into perspective. That is, of course, unless the lead appraiser has been working as a paid consultant with the organization on its improvement efforts. That relationship can be a little too close, like some of the family members that show up on the Springer show. Such behavior from consultants may produce misleading or questionable appraisal results.

Summary
Through it all, Jerry and his security staff see the problems of society pass in front of them every day. They see all manner of people from society's mainstream to its fringes. Now, this article is not intended to encourage process improvement groups to watch The Jerry Springer Show for guidance or insight, even though all of the behaviors listed here can probably be seen in a one-hour episode. Watching the show is its own form of dysfunctional behavior.

In an organization, a process improvement group is likely to get a Springer-esque view of behavior from dealing with all levels of the organization. Dysfunctional behavior can come from the sponsor, the middle managers, or even the practitioners. Whatever the source or nature of the behavior, it can cause a process improvement program to fail. Failed improvement programs can have a larger affect on the organization as a whole. The Springer show puts extreme dysfunctional behavior on the public stage where we can all see its effects. Improvement groups and appraisals can do the same for an organization by showing the dysfunctional process behavior to the sponsor and working to address it.
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Open Forum
When Failure IS an Option …

I’m sitting here writing this BACKTALK while on business in Baltimore. I flew into the Baltimore Washington International Airport (BWI). I remember a few years ago when BWI advertised itself as a great alternative to both Reagan National (in downtown D.C., always crowded) and Dulles (which is about 25 miles out of D.C.). BWI was convenient to both Baltimore and D.C., and small enough that rental cars were located within a five minute walk of the terminal. Things have changed! BWI is now under construction, and I had to walk from one end of the airport to the other to get to baggage claim. Then, I had to walk all the way to the other end of the airport to catch the “rental car bus.” Car rentals are now about five miles away, so you have no option other than the inconveniently located rental car bus – and the buses were extremely crowded. Things change. What used to be a good thing becomes inconvenient and appears to be poorly designed.

Which brings us to “Why Software Fails.” This has been a hard column to write – I was tempted to take the easy way out, and simply list and add the pictures of a few former co-workers and acquaintances who, in my opinion, have contributed to failure software over the years. But instead, I have come up with a good start at a list that explains why software fails.

Software fails … one day at a time. Insidious little events occur. Small errors creep in. You have the road not taken syndrome. You realize that you could do better, but you don’t have time to go back and start all over again. It’s not always the big errors that cause failure, it’s the little errors that accumulate.

Software fails … with the best of intentions. Developers, with the exception of a few truly unspectacular folks I have known, don’t really set out to do a poor job. We try and make the right choices, but we don’t have the ability to predict the future. If things had turned out a little differently, we would have had a spectacular success. Instead, decisions turned out to be sub-optimal. If we only had the time to do it over.

Software fails … because we have no other choice. Sometimes politics, budgets, and schedules force us to make decisions we don’t like. In a perfect world, we would have the time and budget to make perfect software. The world isn’t perfect, and we are often forced into less than perfect solutions. We know better, we just can’t do better. Real-world requirements change and we have to make the software react also, or the software becomes obsolete. I am relatively sure that the designers of the new BWI rental car terminal wish they were still located within a few hundred feet of the airport. However, the reality is that increased air traffic and congestion made this option infeasible. Sad to see it go, but it beats NOT having a rental car, doesn’t it?

Software fails … because we are overcome by events. Sometimes, we have to make choices before we have time to research all of the options. Schedules are tight and it’s more important to make a workable decision now rather than making a better decision later. We don’t like it, but it’s just what we have to do.

Software fails … because we can’t think of everything. Ever left the house for the grocery store with a memorized grocery list? You started out for milk and eggs. You added carrots and sliced cheese. Your spouse reminded you that you need toothpaste and shampoo. Only a few items. Yet, by the time you get to the grocery store, you’re reduced to calling home, because all you can remember is milk, eggs, and something else. How many things can you juggle in your memory at one time? For most people, I suspect this number peaks out around nine or 10. Unfortunately, large-scale software has millions of lines of code, and literally tens of thousands of function points. How can we comprehend such large scale? We use architectural design to decompose the problem, and we use high-level languages, modularity, and object-oriented techniques to further break the problem down. However, with software of such large size, things just slip through the cracks. Requirements are missed or not implemented. Obvious errors are usually obvious only in hindsight – after the failure.

Software fails … because developers are only human. Have you ever spent hours (or even days) looking for an error, and had somebody wander by, glance over your code, and immediately see the problem? When you develop code, you tend to internalize your own errors, and then your brain fails to see them. An outsider observer, however, can often see what you keep overlooking. Almost all good developers know that you need somebody else to review your work. This applies to all phases of software development: requirements, design, coding, and maintenance. One of my favorite quotes is, “When quality is vital, independent checks are necessary, not because people are untrustworthy but because they are human.” Even if you are one of the best software developers around, you make mistakes. So does everybody else.

Software fails … because you failed to consult the Software Technology Support Center (STSC) for help when developing your software. Or, if not the STSC, you should learn from somebody! You want to emulate the best practices of others while at the same time keep from making the same mistakes that others have made. Learn from the mistakes of others and also learn from the success of others. Find out what other similar development efforts did right and wrong. Read journals. Talk to fellow developers on other projects. But then – you are already reading CROSSTalk, aren’t you?

— David A. Cook, Ph.D.
The AEGIS Technologies Group, Inc.
dcook@aeegis.com

PS. I am not claiming my list is complete or even valid (after all, I didn’t review this with anybody else!). Feel free to e-mail me your additions or comments, and maybe you’ll see them in a future BACKTALK column.

Notes
1. Worried that you’ll find your name here, aren’t you?
2. STILL worried that you’ll find your name here, aren’t you?
4. Well, you certainly aren’t expecting to find any name other than mine, are you?
Total System Integration...

SMXG understands the importance -- as leaders in the avionics software industry, SMXG has a proven track record of producing software On-Time, On-Budget, and Defect Free. Our staff of engineering professionals, as well as our industry partners, are committed to providing our customers with software and engineering solutions that make our Warfighters the most dominant forces in the world.

Weapon/Systems Integration
The expertise, software, weapons, interfaces, and aircraft systems that are fully integrated to ensure dependable war-winning capability.

Areas of Expertise:
- Navigation
- Radar
- Control and Display
- Simulations and Prototyping
- Mission Planning
- Defense Management System
- Weapons and System Integration
- Electronic Warfare
- Operational Flight Software
- Weapon Delivery and Integration
- Systems Engineering
- Network Centric development
- Turn-Key Test Systems and Solutions

Avionics Integrated Support Facilities
- B-1B, B-2, B-52, E-3, Missiles
- Operational Flight Programs (OFP)
  - B-1B, B-2, B-52, E-3, KC-135, ACM, ALCM, CALCM
- Test Program Sets (TPS)
  - B-1B, B-2, B-52, E-3, C-5, C-17, C-135, C-141, F-15, F-18, F-117, KC-135

Oklahoma City Air Logistics Center
76th Software Maintenance Group
Kevin D. Stamey (Director)
(405) 736-4618
DSN 336-4618
kevin.stamey@tinker.af.mil
www.BringItToTinker.com