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Protecting Our Cyber Infrastructure From Predatory Practices

Part of our role at DHS is to better enable all stakeholders to secure their part of cyberspace. Given that our adversaries will exploit even the smallest weakness, identifying and mitigating exploitable weaknesses before they become a pathway for attack is vital to the defense against predatory practices. One weak link in the chain can compromise an entire software application and degrade our enterprise capabilities.

Organizations must understand their information asset vulnerabilities. In order to assess the nature and extent of these vulnerabilities, organizations must first collect a consistent set of metrics. The Federal Government is collecting metrics with the help of the CyberScope Initiative, which mandates that federal civilian agencies report cybersecurity data using standardized formats. The CyberScope application is a web-based interactive tool that allows agencies to report data that complies with Federal Information Security Management Act (FISMA) rules. Ultimately, this tool helps federal agencies identify weaknesses, thus enabling the cyber enterprise to better defend against predatory attackers by making their assets more resilient.

Successful collection and analysis of metrics relies on standards. One standardized reporting format, a dictionary of software flaws called the Common Weakness Enumeration (CWE), provides required information feeds for FISMA reporting. The DHS National Cyber Security Division, through its Software Assurance (SwA) program, facilitates public-private collaboration that advances CWE. CWE now includes the Common Weakness Risk Analysis Framework (CWRAF) and the Common Weakness Scoring System (CWSS), which provide consistent, flexible means for identifying and mitigating the highest priority risks. CWRAF enables users to incorporate the CWSS scoring criteria to identify the most exploitable software fault patterns for web applications, control systems, embedded systems, end-point computing devices, operating systems, databases, storage systems, enterprise system applications, and cloud computing services. Identifying and mitigating exploitable software weaknesses before they become vectors of attack are some of the most effective means for addressing predatory practices.

The SwA program also sponsors other security automation enumerations and languages that enable consistent, interoperable reporting among IT security tools and services. These open, voluntary standards accelerate actionable information exchange within the incident response community. The set of standards include the Open Vulnerability and Assessment Language, the Common Attack Pattern Enumeration and Classification, and the Malware Attribute Enumeration and Characterization. These languages and enumerations are resources that help software engineers and enterprise IT security managers to identify and correct errors early in and throughout the software lifecycle. Integrating security into the software lifecycle is a critical practice and vital to the safety and resilience of our software-enabled systems.

Powerful tools and services that use these enumerations and languages already exist—and the ranks of users are growing quickly. This CrossTalk issue will alert participants in the software lifecycle of certain predatory practices and enable them to arm themselves with means that efficiently find and assist in mitigating software security flaws.

Roberta “Bobbie” Stempfley
Acting Assistant Secretary,
Office of Cybersecurity and Communications
Department of Homeland Security
Cyber Espionage

Defending Against The Digital Cloak and Dagger Stealing Information Securely, Privately, and Deniably

Jay Bavisi, EC-Council

Abstract. As multi-disciplined approaches to offensive computing take shape, combining everything from cryptographic protocols to anonymous communication channels to malicious software, we are starting down a logical path of evolution where various methodologies converge into something that often functions outside the scope of the individual methods themselves, hitting us with attack vectors we barely understand, let alone for which we have a solid defense.

In the case of cyber espionage, covert offense is the underlying goal of an adversary. The subtlety of the attack is paramount since drawing too much attention may alert the victim and result in immediate countermeasures, thus revealing, and halting, any attack efforts.

To ensure the secrecy and privacy of these activities, an adversary might deploy malicious software that is capable of stealing information without revealing what it is that the adversary is looking for or what the adversary has taken—which is known in cryptography as Private Information Retrieval (PIR).

First, let us look at the basic algorithmic model of a PIR-based attack, based on the foundation that an adversary is attempting to privately retrieve information from a database without the database administrator’s knowledge. Suppose we have a database consisting of n entries where each entry holds a single binary bit; the database can be represented by a bit string, $B = b_1b_2 \ldots b_n$. The adversary needs to submit a query (i) to the database administrator, where $1 \leq i \leq n$, such that i is not revealed to the database administrator, while $b_i$ is returned as a response to that query. In this manner, $b_i$ has been privately retrieved from the database by the adversary.

Consider the following simplified attack model within the context of corporate espionage: An adversary—let us say an actual employee, an insider—is disgruntled by the possibility that another employee is being overly compensated. The adversary designs a piece of malicious software, in the form of a virus that contains a tag string. Depending on how the database is indexed, this tag string could be programmed to look for the salary information of a given employee, for example.

With that in mind, when the virus matches its tag string to an entry in the database, it knows it has found its target and internally stores the data within itself. Because this data is stored clearly and could potentially be discovered by anyone who obtains the virus, the adversary would encrypt the data using a public key, for which he possesses a corresponding private key that will be used to decrypt the data when the adversary obtains the virus. This is referred to as a cryptovirus, which can even make use of the cryptographic API (e.g., Microsoft’s CryptoAPI) within the victim’s host system, thus allowing the cryptovirus to be even more lightweight, by eradicating the need for an onboard cryptosystem.

In addition, because snapshots of a virus may reveal the tag string, which could also be obtained by anyone, the aforementioned PIR algorithm is used to prevent this from occurring by concealing the tag string after the adversary retrieves the data of interest. Of course, we can imagine applications outside of corporate espionage—governments, militaries, financial institutions, etc.—and this is just a method for stealing specific, isolated data. What if we could privately steal passwords and covertly obtain access to hordes of information? We can.

Take the notion of a cryptovirus and mesh it with the notion of a Trojan horse; now you have cryptotrojan. To further the idea of stealing information, it would be even more ideal if the adversary had some sense of deniability, such that even if his activity is noticed, it cannot be proven beyond a shadow of doubt that he is actually attacking—despite the use of auditing or logging mechanisms—thanks to the combination of cryptography and mix network channels that provide anonymity.

Not only that, but the cryptotrojan can be designed in such a way as to prevent the victim, upon possible discovery of the cryptotrojan, from determining which passwords, if any, have been stolen or even whether or not the cryptotrojan has stolen anything at all. The implications of this are substantial, as we have now combined malicious software, communication channels, and cryptographic algorithms to build a platform for deniable espionage—cyber spies that can not be caught, even if they are caught.

We are already seeing, in the real world, evidence of the adversaries’ consciousness of malicious software that uses cryptography to cover itself with advanced worms such as Con-ficker, implementing state-of-the-art cryptographic algorithms to prevent the hijacking of payloads. And, with other recent large-scale attacks, as we have seen with the Stuxnet worm and the espionage network, GhostNet, it is not hard to hypothesize the significant impact it would have should the malware of the future employ these covert techniques to evasively wreak havoc, and leave us scratching our hands as to just what happened, and who we are to thank for it.

Detecting Abnormal and Cryptographic Code

Working from the common knowledge that a virus often appends itself to an object such as an executable, and changes the point of entry to itself, you now have a heuristic by which to detect it. Certain detection techniques operate on the premise that custom malicious software will produce statistical discrepancies when they manifest themselves through otherwise ordinary binary executables; these techniques seek out such anomalies and facilitate the detection of potentially malicious code.

Heuristic analysis can be used to pinpoint probable malicious code the same way it can also be used to pinpoint the existence of cryptographic code. Previously, we discussed the use of pub-
lic and private cryptographic keys to conceal the data pilfered by the cryptovirus. Because common asymmetric cryptosystems are based on the integer factorization problem, which is the issue of determining the prime factorization of a given integer, cryptographic APIs will often test primality by performing trial division on small primes and store a list of the results which could potentially be discovered using string matching.

Taking this a step further, because asymmetric cryptography’s arithmetic-intensive nature can render many implementations inefficient, an algorithm known as the Karatsuba algorithm can be used to speed up the multiplication between two large numbers. Along with detecting the presence of such efficiency-boosting algorithms for key generation, the actual presence of public keys themselves can be investigated in long bit strings via specific algebraic methods, or in large programs, via more general statistical methods. Because cryptographic keys depend on randomness, they will exhibit much more entropy than surrounding data, which is more structured and redundant. In a visual sense, cryptographic keys would appear to be noisier than surrounding data.

Unfortunately, this brings to light the double-edged nature of cryptography, which is typically used as a defense mechanism for preserving goals like confidentiality and integrity. On top of that, cryptography is arguably the strongest link in any system. This strength translates directly into the malicious use of cryptography, making intrusion detection and response particularly difficult.

Spies of old, despite their tools and savvy, would, if caught, fear for their own life—be it spent in prison or swiftly ended by other means. Denial does not work too well. For digital spies however, it can, and thanks to the nefarious use of our own weapons against us, there is not always a solution. This frontier is relatively new and sparsely explored, and judging by the caliber of what is possible now, it is likely that we will be even more impressed, or depressed, by what lies ahead, depending on which side you are on.

---
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Protecting Software Intellectual Property Against Counterfeiting and Piracy

Karen Mercedes Goertzel, Booz Allen Hamilton

Abstract. Software counterfeiting and piracy are problems of global proportions that violate the enforcement of Intellectual Property Rights (IPR) of software developers and vendors, and thus threaten their market viability. Moreover, software counterfeiting provides violators with the opportunity to modify and augment the duplicated software code in undesirable ways, including insertion of malicious logic, backdoors, and exploitable vulnerabilities. Technological solutions to these challenges focus on making software authenticity easier to verify, making software more difficult to counterfeit, and making software distribution processes harder to subvert. But the software industry and governments worldwide recognize that technology is not the sole answer to reducing piracy and counterfeiting. They are focusing their efforts both on technological research but even more on IPR legislation, trade agreements, enforcement, “best practices” and awareness that both complement and reinforce technological approaches.

In DoD, DHS, the intelligence community, and other security-focused organizations, a frequently discussed supply chain threat to software is the rogue developer or distributor who embeds malicious logic, backdoors, or intentional vulnerabilities in source code or binary executables prior to releasing them to customers. (From here on “malicious code” should be understood to refer collectively to all three types of inclusions.)

The threat of counterfeiting is another concern, especially counterfeit integrated circuits and network devices, and increasingly software. Three factors drive this concern: (1) counterfeits are often found to be less dependable than the original products they are intended to copy; (2) counterfeiting occurs outside the legitimate supply chain, thus obscuring supply chain transparency and traceability of product, product pedigree, and product provenance; and (3) counterfeiting violates the IPR of the copied product’s legitimate vendor/developer and threatens their business viability.

For software, the terms “counterfeiting” and “piracy” are often used interchangeably, so the distinction between them has become obscure. For purposes of this article, piracy means the act of illicitly distributing copies of software without a legitimate license. Counterfeiting means the substitution at any point in the supply chain of legitimate license-bearing software with an illicit replica. Counterfeit replicas are often modified or augmented, e.g., through removal of anti-tamper protections or insertion of malicious code, thus tying the first concern about malicious code with the second about illicit copies. Pirated software is sometimes, but not always, counterfeit. Sometimes it is directly copied without alteration.

Given the three factors cited above, the desire to know a software product’s true pedigree (origin) and provenance (tools/processes used to develop and move it through its supply chain) exceed the imperatives of IPR enforcement, also enabling the purchaser to assess the trustworthiness of the parties known to be involved in creating and distributing all components of the software product. From this knowledge can be inferred some level of confidence in the software’s dependability, trustworthiness, and authenticity. Pedigree/provenance indicators also provide an “audit trail” by which accountability can be traced back to those parties.

Currently, software pedigree analysis relies on “fingerprints” or “signatures” of acquired source code, which are compared against those of known, legitimate open source or (where applicable) closed source code. A pedigree analysis tool determines whether a given instance of source code has been copied from a known code base and is compliant with the code base’s licensing restrictions. The tools also reveal whether the copied code was modified (e.g., through malicious insertions). Palamida, Protecode, and Blackduck Software offer commercial toolsets and/or services for source code pedigree analysis.

Theoretically pedigree analysis should be possible for source code derived through reverse engineering of binary executables. In practice, however, reverse engineering produces reconstituted source code that deviates significantly from the original code-as-written. Any “fingerprint” of the reconstituted source code will be useless as a basis for comparison with the original code. Moreover, use of any pedigree analysis approach that requires reverse engineering would require a vendor willing to: (1) provide access to their source code (as a basis of comparison); and (2) permit the violation of their software license restrictions that prohibit reverse engineering of their executables. Neither of these is likely.

In Software Piracy Exposed, the authors state that, “Insiders are constant suppliers to the piracy market!” [1]. Digital piracy (warez) groups constantly seek cooperative software industry (as well as music, games, and movie industry) insiders to act as “suppliers” who will copy and upload their employers’ software products to warez sites for other group members to download. Moreover, every warez group has at least one industry insider actively working for it. Often, these insiders learn about new releases of products well before those products are officially released, and provide illicit pre-release copies to the warez sites. Pirated pre-release versions of software are often detected by their vendors because they include CD keys or serial numbers that get stripped out of official release distributions.

Another source of pirated software is the low-wage worker in a media packaging warehouse, easily induced by promises of payment to steal and provide CDs to warez groups; a premium is paid for master replication discs.

Software counterfeiting extends to manuals, brochures, labels, certificates of authenticity, and license agreements that come with software products. Direct copies of software are considered counterfeit if any of these ancillary materials is counterfeit. Counterfeiting of ancillary materials may involve copying and slightly altering legitimate product data or substituting persuasive false data that obscures a product’s pedigree or hides a negative aspect of the original or counterfeit version. For example, a product that has no vendor or third-party certification (e.g., Open Group
certifications, Novell YES certification, etc.) may be distributed by a counterfeiter with one or more forged certificates.

The supplier of a counterfeited/pirated product is under no obligation to support customers who wittingly or unwittingly buy a counterfeited/pirated copy. In some cases, however, legitimate suppliers may be duped into supporting an illicit copy if it includes a valid serial number that is not yet registered. In such cases, the illicit copy’s owner can register that serial number and obtain support.

Other concerns raised by counterfeiting/piracy include the potential loss of a legitimate vendor’s reputation and brand integrity. The convolution and complexity of the Information and Communications Technologies (ICT) supply chain is such that even original manufacturers may receive counterfeit parts/components or pirated software copies from their suppliers, and may integrate them into their larger products, so the result is a product that is a hybrid of genuine and counterfeit content. If such products are discovered by customers to be defective, or to include malicious insertions, the original manufacturer will be at fault, regardless of its lack of direct responsibility for the counterfeiting or piracy. Manufacturers may need to be even more vigilant as acquirers of ICT parts/components than purchasers of their end products are.

Counterfeits are also frequently offered by independent distributors, brokers, and other “gray markets,” which represent “channel diversion” from the legitimate market. This is a particular risk when customers consider lowest price their first or only criterion for source selection. Whenever such customers purchase illegitimate products from gray market sources, the market share of the original manufacturers of legitimate products, and their authorized distributors, is eroded. The financial health of legitimate suppliers is a concern, because product obsolescence (including when manufacturers go out of business) is a major driver for the counterfeiting industry. Indeed, gray market outlets are often the only available sources for obsolete parts.

Gray markets are usually unintentional violators, such as unauthorized distributors/retailers, online auction sites, open source and software reuse repositories, third-party download sites, thrift shops, garage sales, dollar stores, and other low-price retailers. By contrast, black markets are intentional IPR violators. Example black market outlets are software piracy/warez download and peer-to-peer file sharing sites, as well as hackers that use cross-site scripting to surreptitiously redirect customer browsers away from legitimate software download sites to illegitimate, usually malicious, replica sites.

Protecting Against Counterfeiting and Piracy

The software vulnerability most often blamed for making counterfeiting and piracy possible is lack of robust software copy protections. Also decried is a lack of anti-tamper protections to prevent modification or augmentation of copied code. Tamper proofing and tamper deterrence can be expensive to implement, so products mainly aimed at the consumer market are generally limited to having anti-tamper mechanisms applied to their packages, but not to the software itself. By contrast, software intended for the business market is more likely to include direct tamper deterrence and evidence mechanisms.

Whether distributed on physical media or via a digital transmission or download, software, its packaging, its storage facility (warehouse or download server), and its distribution channel (physical transportation mechanisms or network-based download/transmission mechanisms) need to be secured from end to end.

<table>
<thead>
<tr>
<th>Trusted distribution for software should:</th>
</tr>
</thead>
<tbody>
<tr>
<td>* Enable customers to authenticate the supply source. For digital downloads, the customer should be able to detect whether a cross-site scripting attack has surreptitiously rerouted the browser to a counterfeit download server.</td>
</tr>
<tr>
<td>* Tamper proof the software (via hash, digital code signature, and/or digital watermark).</td>
</tr>
<tr>
<td>* Include tamper deterrence/evidence mechanisms in physical packaging.</td>
</tr>
<tr>
<td>* Use read-only media for shipping software and documentation.</td>
</tr>
<tr>
<td>* Authenticate the acquirer, ideally before a software download (e.g., through use of supplier-provided download key), but definitely at installation time and/or first execution time (through entry of supplier-provided installation and execution keys). Increasingly, software executables are encrypted before download or copying to distribution media, so only licensed customers who have the vendor-provided cryptokey can decrypt the software.</td>
</tr>
<tr>
<td>* Separate distribution channels for the software and any keys needed to decrypt, install, or execute it. For example, the supplier may require an online buyer to provide an e-mail address to which such keys will be sent. Authenticated distribution channels and separation of paths can be accomplished for physical distributions using registered mail (or a shipping service) and requiring the recipient to sign for the package containing the software. Associated keys should be sent in a separate physical shipment (ideally by a different shipping service).</td>
</tr>
<tr>
<td>* Make sure servers and network connections/sessions involved are similarly protected using cryptographic and access control means because online software sales and download transactions are susceptible to the same vulnerabilities and threats as all other net worked computer-based online purchasing transactions.</td>
</tr>
</tbody>
</table>

In 1994, the Bellcore Trusted Software Integrity system [2] established the use of a combined cryptography hash function with an X.509 digital signature affixed to a software executable to protect the integrity of that software during its distribution over the Internet. Today, much the same approach is used to protect integrity of software distributions, but the additional concern over software piracy means that digital signatures and hashes are increasingly augmented with software IP protections such as code obfuscation and software watermarking.

Digital asset management systems are used to track, with accountability, the movement of and access to software assets. Such systems employ digital watermarks and other techniques to capture the time and location of every access. Digital software watermarking involves steganographic hiding of steganographic messages (signals) in the software code. Watermarks enable the purchaser to verify the authenticity of the software’s supplier and to detect (though not deter) tampering [3]. If a watermark is unique to a particular copy of the code, it also acts as a fingerprint which, if detected on another copy of the software, indicates that one of the two copies was pirated.
Researchers are investigating strong watermarking techniques to degrade performance or prevent execution of illicit software copies. Software watermarking technology thus also provides a means of license enforcement.

In the movie industry, strong watermarks are applied to film content that will be digitally distributed to prevent illicit copying. If a strong watermark is removed or tampered with before the illicit copy is made, the film content will be altered enough to significantly degrade viewing quality. Researchers are investigating strong watermarking techniques to degrade performance or prevent execution of illicit software copies. Software watermarking technology thus also provides a means of license enforcement.

To deter reverse engineering of software as the basis for counterfeiting-related augmentation/modification, code obfuscation is often used. Code obfuscations can be applied to source code, bytecode, object code, or binary executable code; they are alterations that obscure the purpose of the code without changing its operation. The goal is to make it difficult for a would-be reverse engineer to understand or tamper with the code in a meaningful way, or to locate and circumvent any copy-protection mechanisms in the code. A related technology, media obfuscation, physically alters the CD or DVD on which software is distributed, usually by adding a hard-to-reproduce cryptographic “taint” to the disc as it is pressed. This taint must be detected and decrypted for the software to be installable and executable. An example of an obfuscation system for software media is TLS LaserLock.

Digital code signatures applied to software executables do double duty as product authenticators and tamper indicators. Code signatures do nothing to warrant the absence of tampering or malicious code insertions that occur before the code signature is applied.

Digital Rights Management (DRM) controls are increasingly applied to software documentation, especially when delivered in PDF format. DRM embeds or overlays cryptographic access controls on protected digital content, most often to prevent cut-and-paste copying and/or printing by anyone who does not possess the necessary decryption keys. DRM is problematic when used to protect software code [4] because its white box cryptography model renders the digital certificates containing the DRM decryption keys vulnerable after they are issued. Anyone who obtains a copy of the certificate can use it to decrypt the software. This is a particular problem because DRM-protected software is often distributed without any other form of protection such as code signatures. Pirates and counterfeitors often copy the contents of DRM digital signatures and include the extracted decryption keys with the copied software; these keys can be forwarded on with each copy made. DRM products also require the protected software’s installer or user to enter and verify long alphanumeric installation keys or passphrases, making it impossible to fully automate software installation.

Tethering (a.k.a. “product activation”) is used by some major software vendors (e.g., Microsoft, Adobe) to enforce software licensing and prevent piracy. Tethering links the software’s license with the specific computer hardware on which it is first installed. The software records the unique identifier of the computer’s CPU or Ethernet card’s MAC address. The hardware identifier is then hashed and sent to the vendor’s product activation server, which uses a non-invertible hash function to generate a second unique identifier that it returns to the software. The software can only execute if both hash identifiers are present. Copying the installed software to another CPU will necessarily “break” the hardware-software binding and cause execution to fail. Tethering evolved from the “dongle” concept. A dongle was a device required by some software vendors in the 1990s and early 2000s; it had to be connected to a bus on the computer before the installed software could execute. If the dongle could not be detected by the software’s boot routine, execution would fail. Dongles were abandoned by most software vendors due to inconvenience and unreliability.

Some vendors now ship software with a hardware or software guard module that monitors the running software to ensure its authenticity and integrity. Software guards can be embedded in the software code itself, and can perform simple tasks such as checksum calculation/validation and code repair. Recently, vendors have been implementing groups of cooperating guards that work in tandem to perform more sophisticated security tasks. For example, a software product may have different parts of its code protected by guards that apply different checksums to different parts of the software. If an attacker manages to crack one checksum, the others will remain intact unless they are all cracked as well. The time and effort needed to crack so many checksums may be enough to act as a deterrent to most hackers.

Some software products include monitoring programs that perform execution-time checks to ensure the software has been legitimately licensed. The monitor reports any license violations to the software vendor or a third party. Such monitoring programs often perform additional spyware functions, such as tracking and reporting user activities to advertisers who have paid the software vendor for use of the vendor’s customers’ data.

Note that there are inherent weaknesses in cryptographic solutions such as digital signatures and certificates for code signing. Non-white box encryption of code and many other protections depend on the presence of an active network channel between the system on which the software is installed and a server operated by the software vendor (e.g., for certificate validation, host attribute checking, etc.). Such a network dependency poses non-trivial difficulties for software on platforms that operate offline. Add to this the inherent complexity of cryptokey distribution and key and certificate revocation. And finally, all software protection mechanisms cannot be fully trusted because, as with all ICT, there is no way to verify that the tools that implemented/applied the software protection mechanisms were authentic and trustworthy.

**IPR Enforcement Efforts**

In 2005, KPMG and the Alliance for Gray Market and Counterfeit Abatement published a study that found 10% of information technology products likely to be counterfeits, representing a conservatively estimated loss in revenues and outlays due to returns and exchanges of $10 billion annually [5]. Given the size of potential losses involved, governments and industry trade associations are actively pursuing technology, legislative, regulatory, and trade-related mechanisms for protecting IPR, catching and prosecuting IPR violators, and reducing incidence of counterfeiting and piracy overall. A small but significant portion of this activity focuses on software.
Software counterfeiters and pirates are being caught and prosecuted under increasingly strict IP protection laws thanks to national and international law enforcement efforts such as the multinational Operation Fastlink and U.S. Operation Higher Education. The latter resulted in the confiscation of hundreds of illegal software online distribution hubs; the removal of more than $50 million worth of illegally copied software, games, movies, and music from illicit distribution channels; and the conviction of more than 60 perpetrators in the U.S. alone.

While many prosecuted counterfeiters and pirates are small-scale operations, some are impressively large and organized. For example, from 2005 to 2007 a joint FBI/China Ministry of Public Security law enforcement operation named “Summer Solstice” unearthed an organized crime ring in the U.S. and China responsible for hundreds of thousands of counterfeits of Microsoft, Symantec, and other vendors’ software. Summer Solstice operations seized more than 337,000 counterfeit software CDs and certificates of authenticity (estimated retail value $502 million) plus eight high-quality master replication discs and dismantled retail facilities and factories of more than 14 major counterfeiting organizations. Also heartening is the fact that under global pressure to increase enforcement of international IPR laws and agreements, China has finally become more diligent in pursuing software counterfeiters. In 2009, for example, a district court in Suzhou heavily fined and imprisoned four men found guilty of distributing counterfeit versions of Windows XP and other software programs over the Internet [6]. Similar crackdowns have taken place in other countries where counterfeiting and piracy are notorious (e.g., Thailand) [7].

A number of organizations devoted to IPR issues and initiatives have emerged in recent years, including the Federation Against Software Theft and Japan’s Association for Copyright of Computer Software. Virtually every trade association representing the software industry (e.g., Business Software Alliance, Software and Information Industry Association, Entertainment Software Association, Content Delivery and Storage Association, Entertainment and Leisure Software Publishers Association) has instituted IPR enforcement, best practice, certification, and awareness efforts. Moreover, broader IPR initiatives, ranging from legislative initiatives (e.g., Piracy and Counterfeiting Amendments Act of 1982, Digital Millennium Copyright Act, Trade Enforcement Act of 2009, Pro-IP Act of 2007, Section 107 of the UK Copyright Designs and Patents Act of 1988) to government awareness and enforcement initiatives (e.g., 1998 Presidential Executive Order 13103 on “Computer Software Piracy” Organization for Economic Cooperation and Development Project on Counterfeiting and Piracy, National IPR Coordination Center, National Intellectual Property Law Enforcement Coordination Council, FBI anti-piracy warnings, NIST National Software Reference Library) to international trade initiatives (e.g., World Trade Organization Agreement on Trade-Related Aspects of IPR, Anti-Counterfeiting Trade Agreement, World Intellectual Property Organization Copyright Treaty of 1996, Asia-Pacific Economic Cooperation Anti-Counterfeiting and Piracy Initiative) all emphasize ICT-related IPR enforcement (hardware and software) as key to continuing the health not just of national economies, but of the global economy.
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Abstract. Software security represents a major concern as cyber attacks continue to grow in number and sophistication. One security-weakening factor is related to the standardized software ecosystem that facilitates the spread of malware in systems that share common vulnerabilities. In this overview article, the main concepts associated with diversity and software redundancy are described in the perspective of improving attack resistance. The remarkable progress made in this area, where commercial implementations are now emerging, is also highlighted.

1. Introduction

The security of information systems remains an extremely critical issue despite the good progress that was made in the last 10 years in the fields of software quality and system reliability. It seems that defensive measures cannot catch up to the continuous growth of cyber threats that are not only increasing in number but also in sophistication and scale [1, 2].

It remains extremely difficult to produce fault-free software despite the rigorous quality controls that are generally part of the software development process. These residual faults constitute dormant vulnerabilities that would eventually end up being discovered by malicious attackers and exploited to carry out cyber attacks. Moreover, in order to ease the system management, reduce the configuration errors, and achieve portability, most of the systems used nowadays run substantially similar software. This is called information technology monoculture [3, 4]. As a consequence, these systems share similar vulnerabilities that facilitate malware propagation and enable large-scale exploitation of these common vulnerabilities.

The Canadian Forces like most armed forces around the world, are very much concerned by the “conjugation of these risks factors”: the increased threat capabilities aimed at vulnerable infrastructures combined with society’s dependency on information sharing. Recognizing that cyber attacks are inevitable in the future, a shift from the traditional defensive strategies toward more proactive measures can now be observed. This includes: (a) more rigorous monitoring for earlier attack detection; (b) the capture of legal evidence (cyber forensics) to enable post-event investigation; (c) some semi-automated responses to the most likely attacks; and (d) pre-programmed recovery strategies to minimize the impact of successful attacks.

Among the technologies that have the potential of mitigating the cyber attack risks, “software redundancy” that includes “component diversity” appears to be one of the rare technologies promising an order-of-magnitude increase in system security. The basic idea is simply to have critical systems implemented in two (or more) instances using sufficiently different sub-systems (e.g., Linux and Unix BSD) so the same dormant vulnerability does not exist in both redundant systems, making it impossible for the attackers to exploit the same vulnerability in both instances simultaneously. Not only does such architecture offer attack resistance, it also greatly improves the monitoring of transactions and the early detection of abnormal behavior by the comparison of both executions. It also enables continuity of services since the replica can handle the user’s requests while the first system is targeted, investigated, or recovering from a recent attack.

In 2008, Defence R&D Canada initiated a study to evaluate the state-of-the-art in software redundancy implementing technological diversity to mitigate the risk associated with the IT monoculture. The amount of high-quality work that is going on in the scientific community is impressive. This short article gives an overview of the state-of-the-art in system redundancy using different types of diversity paradigms.

2. Redundancy and Diversity Combined in a Defense Mechanism

Redundancy is traditionally used to achieve fault tolerance and higher system reliability. This has proven to be valid mainly for hardware because of the failure independence assumption as hardware failures are typically due to random faults. Therefore, the replication of components provides added assurance. When it comes to software, however, failures are due to design and/or implementation faults. As a result, such faults are embedded within the software and their manifestation is systematic. Therefore, redundancy alone is not effective against software faults.

Faults embedded in software represent potential vulnerabilities, which can be exploited by external interactive malicious fault (i.e., attacks) [5]. These attacks can ultimately enable the violation of the system security property (i.e., security failure) [5]. Therefore the diversity principle can potentially be used for security purposes. First, diversity can be used to decrease the common vulnerabilities. This is achieved by building a software system out of a set of diverse but functionally equivalent components. This in turns makes it very difficult for a malicious opponent to be able to break into a system with the very same attack. Second, the ability to build a system out of redundant and diverse components provides an opportunity to monitor the system by comparing the dynamic behavior of the diverse components when presented with the same input. This endows the system with efficient intrusion detection capability.

Therefore, diversity has naturally caught the attention of the software security research community. The seminal work presented by Forrest et al. [6] promotes the general philosophy of system security using diversity. The authors argue that uniformity represents a potential weakness because any flaw or vulnerability in an application is replicated on many machines. The security and the robustness of a system can be enhanced through the deliberate introduction of diversity. Deswarte et al. review [7] the different levels of diversity of software and hardware systems and distinguish different dimensions and different degrees of diversity [8]. Bain et al. [9] presented a study to understand the effects of diversity on the survivability of systems faced with a...
set of widespread computer attacks including the Morris worm, Melissa virus, and LoveLetter worm. Ammann et al. [10] report on a discussion held by a panel of renowned researchers about the use of diversity as a strategy for computer security and the main open issues requiring further research. It emerges from this discussion that there is a lack of quantitative information on the cost associated with diversity-based solutions and a lack of knowledge about the extent of protection provided by diversity.

Three main levels of security enhancements based on diversity and redundancy can be distinguished: first at the architecture level, where replicas of critical sub-systems are introduced to maintain service delivery even when one sub-system fails; second at the code level, where some program transformations are made to diversify replicas; and finally a fully monitored combination of diversified components cleverly assembled in a secure architecture. In the sequel, these approaches are discussed further.

3. Redundancy Obtained by Multiple Instances Running in Parallel

Two categories of software architectures implementing redundancy can be distinguished. The first category uses a proxy to coordinate multiple COTS applications while the second one uses a middleware to achieve the same purpose. Noticeably, some commercial products implementing such strategies can now be found on the market like everRun for Windows by Marathon Technologies.

3.1 Multiple COTS Applications Coordinated by a Proxy

The software architectures described in this section implement the architectural pattern depicted in Figure 1. This approach is ideal for a system integration of COTS components or legacy and closed applications aiming to deliver the services. The servers are shielded from the user side through proxies. Monitoring and voting mechanisms are used to check the health of the system, validate the results, and detect abnormal behavior. Examples of this approach include the Dependable Intrusion Tolerance Architecture [11, 12], the Scalable Intrusion Tolerant Architecture [13], and Hierarchical Adaptive Control for QoS Intrusion Tolerance (HACQIT) [14].

3.2 Multiple Applications Assembled Through Middleware

Middleware-based approaches are much richer since they can provide server coordination between multiple “diverse” applications while hiding the sub-system differences [15]. Several intrusion tolerant software architectures are part of this category. The Intrusion Tolerance by Unpredictable Adaptation architecture is a distributed object framework that integrates several mechanisms to enable the defense of critical applications [16]. The objective of this architecture is to enable the tolerance of sophisticated attacks aimed at corrupting a system.

A malicious and Accidental Fault Tolerance for Internet Applications [17] is a European research project that targeted the objective of systematically investigating the tolerance paradigm in order to build large-scale dependable distributed applications.

The Designing Protection and Adaptation Into a Survivability Architecture [18, 19] is a survivability architecture providing a diverse set of defense mechanisms. This architecture diversity is used to achieve a defense in depth and a multi-layer security approach [19]. This architecture relies on a robust network infrastructure that supports redundancy and provides security services such as packet filtering, source authentication, link-level encryption, and network anomaly sensors. The detection of violations “triggers” defensive responses provided by middleware components in the architecture.

Fault/intrusiOn REMoVal through Evolution and Recovery (FOREVER) [20] is a service that is used to enhance the resilience of intrusion-tolerant replicated systems. FOREVER achieves this goal through the combination of recovery and evolution. FOREVER allows a system to recover from malicious attacks or faults using time-triggered or event-triggered periodic recoveries.

4. Diversity Obtained by Program Transformations

Diversity can be introduced in the software ecosystem by applying automatic program transformations, which preserve the functional behavior and the programming language semantics. They consist essentially in randomization of the code, the address space layout or both in order to provide a probabilistic defense against unknown threats. Three main techniques can be used to randomize software:

Instruction Set Randomization (ISR) [21, 22] changes the instruction set of the processor so that unauthorized code will not run successfully. The main idea underlying ISR is to decrease the attacker’s knowledge about the language used by the runtime environment on which the target application runs. ISR techniques aim at defending against code injection attacks, which consist of introducing executable code within the address space of a target process, and then passing the control to the injected code. Code injection attacks can succeed when the injected code is compatible with the execution environment.

Address Space Randomization (ASR) [23] is used to increase software resistance to memory corruption attacks. These are designed to exploit memory manipulation vulnerabilities such as stack and heap overflows and underflows, format string vulnerabilities, array index overflows, and uninitialized variables. ASR consists basically of randomizing the different regions of the
process address space such as the stack and the heap. Noticeably, ASR has been integrated into the default configuration of the Windows Vista operating system [24].

Data Space Randomization (DSR) is a different randomization-based approach which aims also at defending against memory error exploits [25]. In particular, DSR randomizes the representation of data objects. This is often implemented by applying a modification to the data representation, such as using an Exclusive Or operation for each data object in memory against randomly chosen mask values. The data are unmasked right before being used. This makes the results of using the corrupted data highly unpredictable. The DSR technique seems to have advantages over ASR, as it provides a broader range of randomization (on 32-bit architectures, integers and pointers are randomized over a range of $2^{32}$ values). In addition, DSR is able to randomize the relative distance between two data objects, addressing a weakness of the ASR technique.

### 5. Higher Resistance Obtained by Combining Redundancy and Diversity

The ability to build a system combining redundant and diverse components provides new powerful capabilities. One of them is the advanced monitoring of the redundant system by comparing the behavior of the diverse replicas. This endows the system with efficient intrusion detection capabilities not achievable with standard intrusion detection techniques based on signatures or malware modeling. Moreover, with the introduction of some assessment of the behavioral advantages of one implementation over the others, a “meta-controller” can ultimately adapt the system behavior or its structure over time. These futuristic concepts are now prototyped in several projects like those briefly described below.

#### 5.1 Intrusion Detection using Output Voting

Several experimental systems used output voting for the sake of detecting some types of server compromise. For example, the HACQIT system [11] uses the status codes of the server replica responses. If the status codes are different the system detects a failure. Totel et al. [26] extend this work to do a more detailed comparison of the replica responses. They realized that web server responses may be slightly different even when there is no attack, and proposed a detection algorithm to detect intrusions with a higher accuracy (lower false alarm rate). These research initiatives specifically target web servers and analyze only server responses. Consequently, they cannot consistently detect compromised replicas.

#### 5.2 Behavior Monitoring in N-Variant Systems

N-variant systems provide a framework that allows executing a set of automatically diversified variants using the same inputs [27]. The framework monitors the behavior of the variants in order to detect divergences. The variants are built so that an anticipated type of exploit can succeed on only one variant. Therefore, such exploits become detectable. Building the variants requires a special compiler or a binary rewriter. Moreover, this framework detects only anticipated types of exploits, against which the replicas are diversified.

#### 5.3 Multi-variant Execution Environment

Multi-variant code execution is a runtime monitoring technique that prevents malicious code execution [28]. This technique uses diversity to protect against malicious code injection attacks. This is achieved by running several slightly different variants of the same program in lockstep. The behavior of the variants is compared at synchronization points, which are in general system calls. Any divergence in behavior is suggestive of an anomaly and raises an alarm.

#### 5.4 Behavioral Distance

The behavioral distance approach aims at detecting sophisticated attacks which manage to emulate the original system behavior including returning the correct service response (also known as mimicry attacks). These attacks are thus able to defeat traditional anomaly-based intrusion detection systems. Behavioral distance achieves this defense using a comparison between the behaviors of two diverse processes running the same input. It measures the extent to which the two processes behave differently. Gao et al. proposed two approaches to compute such measures [29, 30].

### 6. Concluding Remarks

A few modern operating systems integrate some level of diversity to improve internal security and a few COTS packages are emerging that implement redundancy extension into traditional architectures. It seems that system architects should now consider more systematically redundancy or component diversity for critical systems that are operated in hostile environments. In many instances, the cost of security failures may well justify the additional complexity and the associated deployment and operating costs. The exploitation of both features simultaneously remains mostly experimental at this time but the very strong promises that such architectures make will continue to justify research and development in this field.
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Abstract. Attack-aware software applications provide attack detection and real-time defensive response with a very low false-positive rate. This technique allows an application to detect and neutralize a threat before the attacker exploits a known or unknown vulnerability. The approach is especially suited to software applications with high information assurance requirements such as in the defense, critical national infrastructure, and financial service sectors to protect against cyber espionage, fraud, business logic abuse, tampering, and theft. The Open Web Application Security Project (OWASP) has developed a methodology, documentation, code and pilot demonstration which can be freely used to apply the concepts; this project is called AppSensor.

Introduction

Information systems and data are being targeted relentlessly by skilled and motivated adversaries who are well resourced and have excellent tools. These attackers, who may be backed by organized crime, governments, or commercial enterprises, identify and exploit vulnerabilities in applications themselves to access sensitive and secret data.

In this article we discuss why conventional application defenses are not a solution to these types of advanced attacks, and explain an initiative from OWASP [1] that utilizes self-defense to provide real-time detection and response.

Conventional Defensive Measures

A fundamental starting point for secure applications is during the development lifecycle. The goal is robust code—designed, developed, configured and operated on hardened operating systems. However, this does not mean the software is impregnable; unknown vulnerabilities almost certainly exist, new vulnerabilities are introduced with software code changes and attackers examine and probe applications to find them. Once they identify one or more vulnerabilities, they discover ways to exploit them. It is very hard to detect these custom attacks using conventional defensive measures.

Some techniques often thought to defend applications include using Transport Layer Security (TLS), network firewalls, application gateways (e.g., web application firewalls, XML appliances, cross-domain guards), and network/host Intrusion Detection and Prevention Systems (IDPS).

TLS provides confidentiality and integrity. This prevents attackers from eavesdropping on traffic but attackers’ payloads are sent to the server in the same way as normal traffic. Since TLS simply encrypts attackers’ malicious data as it is sent to the server, it provides no protection from these attackers.

Network firewalls are a vital component for network defense, but they allow or deny traffic over a particular port. By necessity, web applications need to allow traffic through specified ports and attackers send their payloads using the same ports. Application gateways, even with careful configuration and self-learning, are also generic solutions to typical problems and IDPS has no real concept of good and bad application usage.

Additionally, some of these conventional defenses try to replicate part of the application logic but they can, at best, only do this partially. This external logic then needs to be verified, maintained, protected and managed, adding another often significant overhead to operational costs.

The generality of conventional defensive measures does mean they can be applied to numerous applications, often with little or no tuning, with obvious benefits such as cost and time to deploy. However, a significant challenge for this strategy is a lack of context. Detection of known attacks will almost certainly fail to detect a custom attack looking to exploit a weakness within an application. A different approach is required as conventional defenses are not working.

Application Defensive Measures

The right way to detect advanced attacks is within the applications themselves, by adding application-specific security controls that detect malicious activity.

Consider the analogy of control instrumentation in an industrial production process. Measurement points for temperature, mass, velocity, etc. are added to quantify key aspects in real-time. This information may be used in localized control, but is usually integrated into an overall process control system, which aggregates signals from many sensors, and uses various control mechanisms to react to changes and maintain a desired state. Unfortunately, most current software applications are like industrial processes without control instrumentation—there are no sensors and no intelligence about what is occurring—they are blind to what is happening internally.

But unlike conventional defensive measures, software applications have full knowledge about the business logic and the roles and permissions of users—each application can make informed decisions about misuse, and identify and stop attackers with a very low false-positive rate. An additional benefit is that this context-aware analysis occurs in real-time. This is an application-specific approach, not a generic one, because the controls are related and integrated within the application, and can be selected based on an assessment of risks specific to the process and data.
Similar ideas already exist in some software, but these are usually implemented as isolated processes and some may be undertaken reactively to events, or performed largely in a manual way. The concept described in this article focuses and formalizes this approach. It is about implementing proactive measures to add instrumentation and controls directly into an application in advance so that events are centrally analyzed and responded to.

**Attack-Aware Detection**

Once sensors have been deployed within the application code, they transmit detected event data to the analysis engine. This is then responsible for evaluation of individual events and determination of an attack. Once an attack has been recognized, the engine selects and executes an appropriate response.

Software applications then become attack-aware and it is possible to undertake proactive defense against currently unknown threats. Applications are the appropriate place to detect many types of attacks given the wealth of information available to them.

**Normal and Malicious Behavior**

The approach relies on being able to differentiate between normal and malicious behavior. That is one of the biggest hurdles when security controls (attack detection mechanisms) are added outside the application; it is difficult to distinguish user intent and this leads to a higher rate of false positives.

The ability to differentiate between normal behavior, suspicious behavior and attacks (and to do it with a high degree of granularity) can also be an improvement in the usability of human interfaces of the software applications. Application developers know which inputs allow keyboard entry, which have client-side validation, which should not be altered by a user and which are from trusted systems.

**Evasion and Unknown Attacks**

A common attack technique is using obfuscation to bypass black list inspection performed by security controls outside of the application. Integrating attack detection within the application solves this problem since all data is fully canonicalised. At this point it is simple for the application to inspect the user-submitted data and determine if it is malicious because the data is no longer obfuscated.

Detection within the application also allows insight into unknown attacks. Detection points can be designed to capture activity that could only occur outside the normal flow of the application. For example, a user would never accidentally trigger a detection point monitoring the use of the HTTP POST method where only the GET method is expected. In this example, the detection point can provide alerts that most likely represent attackers probing for weaknesses within the application.

**OWASP AppSensor Project**


<table>
<thead>
<tr>
<th>Detection Point Type</th>
<th>Code</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signature</td>
<td>RE</td>
<td>Request Exceptions</td>
</tr>
<tr>
<td></td>
<td>AE</td>
<td>Authentication Exceptions</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>Session Exceptions</td>
</tr>
<tr>
<td></td>
<td>ACE</td>
<td>Access Control Exceptions</td>
</tr>
<tr>
<td></td>
<td>IE</td>
<td>Input Exceptions</td>
</tr>
<tr>
<td></td>
<td>EE</td>
<td>Encoding Exceptions</td>
</tr>
<tr>
<td></td>
<td>CIE</td>
<td>Command Injection Exceptions</td>
</tr>
<tr>
<td></td>
<td>FIO</td>
<td>File IO Exceptions</td>
</tr>
<tr>
<td></td>
<td>HT</td>
<td>Honey Trap</td>
</tr>
<tr>
<td>Behavioral</td>
<td>UTE</td>
<td>User Trend Exceptions</td>
</tr>
<tr>
<td></td>
<td>STE</td>
<td>System Trend Exceptions</td>
</tr>
<tr>
<td></td>
<td>RP</td>
<td>Reputation</td>
</tr>
</tbody>
</table>

Table 1: AppSensor guidance lists over 50 example detection point definitions grouped into these 12 categories; additional custom detection points are also often required.

[6], a demonstration pilot [7], and several presentations and videos [8] have been developed.

Like an industrial process control system instrumentation engineer, developers have a whole range of sensors available. Most application sensors are located within the application code itself, but AppSensor also has the notion of inputs from other “external” devices. As an example, the software could alter its security posture based on external threat ratings such as the United States Armed Forces Defense Readiness Condition. AppSensor defines over 50 detection points [9] (Table 1) for monitoring. The list is not definitive, but is a starting point as most applications will need to consider adding custom detection points at various points deemed important.

AppSensor works best within the authenticated portion of an application where the user’s identity is known and can be blocked if malicious, but it is also possible to apply the principles to other areas. Although the concepts can be retrofitted to existing software, they are most-easily built in during software development and the AppSensor document has guidance on detection point considerations, determining the malicious intent, monitoring system trend events and implementation guidance. However, the planning stages are probably the most time-consuming aspect of implementing AppSensor. If threat modeling is already being used in your software development lifecycle, this may be a natural location to determine many of your application specific detection points. Additional guidance [10] is available for assistance with this stage and includes a step-by-step description of how to plan implementation. Adoption can be encouraged, and the benefits realized by building AppSensor requirements into project specifications. Retrofitting existing software can also be undertaken, by building separate code libraries and calling these from within existing routines. The OWASP Enterprise Security API (ESAPI) [11] security control library can be used directly, or as a model for custom code library development.
**Rich Responses**

Once the detection points have been determined, thresholds are set for each point, or group of points, which then act like tripwires. In AppSensor, an analysis engine monitors the detection events and determines when and what response is appropriate according to these specified event thresholds. Conventional defenses offer only binary response options such as allow/deny or log/block (Table 2). They are often limited to a single dimension—the particular network connection contravening a rule.

The AppSensor concept describes a wide spectrum of possible responses [12], and when combined with the very low false-positive detection rate, defenses do not need to be configured in detection-only mode for fear of preventing valid traffic. This provides a two-dimensional view, where responses may be directed not only against a single connection or a single user, but now also against a whole group (e.g., based on location, role, or behavior), or against all users. Table 3 lists some common types of response.

When behavioral aspects over time (a request/response, a session, a time period) are included, the application becomes capable of rich three-dimensional responses. The behavioral aspects can span beyond application restarts, upgrades and even the application lifecycle from deployment to disposal, since data from other systems that pre-date the application may be incorporated.

**Cross Integration**

As mentioned above, AppSensor can make use of information from other systems and devices to contribute to its pool of information for attack detection, to provide greater value. External systems may also be able to contribute to AppSensor’s

### Table 2: Conventional defensive measures may only offer a binary choice such as logging or blocking.

<table>
<thead>
<tr>
<th>Response Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allow</td>
<td>Log events only</td>
</tr>
<tr>
<td>Deny</td>
<td>Block IP address</td>
</tr>
</tbody>
</table>

### Table 3: AppSensor provides the ability to have a much richer range of responses; the guidance lists 14 types of response. Specific examples for each type show how the types can be customized for each application’s context.

<table>
<thead>
<tr>
<th>Response Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logging Change</td>
<td>Full stack trace of error messages logged</td>
</tr>
<tr>
<td></td>
<td>Record DNS data on user’s IP address</td>
</tr>
<tr>
<td>Administrator</td>
<td>Visual indicator displayed on an application monitoring dashboard</td>
</tr>
<tr>
<td>Notification</td>
<td>Audible alarm in the control room</td>
</tr>
<tr>
<td>Other Notification</td>
<td>Signal sent to upstream network firewall, application firewall (e.g. XML, web) or load balancer</td>
</tr>
<tr>
<td></td>
<td>Alert sent to fraud protection department</td>
</tr>
<tr>
<td>Proxy</td>
<td>Requests from the user invisibly (from the user’s perspective) passed through to a hardened system</td>
</tr>
<tr>
<td></td>
<td>Request are proxied to a special honeypot system which closely mimics or has identical user functionality</td>
</tr>
<tr>
<td>User Status Change</td>
<td>Change Increase data validation strictness for all form submissions by this citizen</td>
</tr>
<tr>
<td></td>
<td>Reduce the number of failed authentication attempts allowed before the user’s account is locked</td>
</tr>
<tr>
<td>User Notification</td>
<td>On-screen message about data validation issues</td>
</tr>
<tr>
<td></td>
<td>Message sent by email to the registered email address to inform them their password has been changed</td>
</tr>
<tr>
<td>Timing Change</td>
<td>File upload process duration extended artificially</td>
</tr>
<tr>
<td></td>
<td>Add fixed time delay into every response</td>
</tr>
<tr>
<td>Process Terminated</td>
<td>Discard data, display message and force user to begin business process from start</td>
</tr>
<tr>
<td></td>
<td>Redirection of an unauthenticated user to the log-in page</td>
</tr>
<tr>
<td>Function Amended</td>
<td>Limit on feature usage rate imposed</td>
</tr>
<tr>
<td></td>
<td>Additional validation requirements</td>
</tr>
<tr>
<td>Function Disabled</td>
<td>Web service inactivated</td>
</tr>
<tr>
<td></td>
<td>Content syndication stopped</td>
</tr>
<tr>
<td>Account Logout</td>
<td>Session terminated and user redirected to logged-out message page</td>
</tr>
<tr>
<td></td>
<td>Session terminated only (no redirect)</td>
</tr>
<tr>
<td>Account Lockout</td>
<td>User account locked permanently until an Administrator resets it</td>
</tr>
<tr>
<td></td>
<td>One user’s IP address range blocked</td>
</tr>
<tr>
<td>Application Disabled</td>
<td>Website shut down and replaced with temporary static page</td>
</tr>
<tr>
<td></td>
<td>Application taken offline</td>
</tr>
<tr>
<td>Collect Data from User</td>
<td>Deploy a Java applet to collect remote IP address</td>
</tr>
<tr>
<td></td>
<td>Deploy JavaScript to collect information about the user’s network</td>
</tr>
</tbody>
</table>

---
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decision-making processes. For example, behavioral information can be fed into stochastic systems for statistical analysis, which may be the single most important pattern against unknown attacks to date. This defense against the unknown attacks is a giant benefit that can not be achieved using anything else, anywhere, at any price.

As well as consuming data, AppSensor can pass back intelligence to other systems. This might be used as part of the real-time response:

• Locking a user’s single-sign-on account
• Removing some permissions for a user from a physical access control system
• Setting a warning flag about a customer
• Blocking a session ID or IP address at a network firewall.

Equally, data can be federated to other systems such as Security Information and Event Management (SIEM), Intrusion Detection Systems and fraud monitoring systems. One adopter in particular uses AppSensor heavily integrated with SIEM.

Information Insight and Additional Value
AppSensor provides insight into whether and how, attacks are occurring. A pilot implementation has also demonstrated the value this approach has to containing the damage caused by application worms. In production applications, system trend detection points have been used to identify changes in a function’s usage, alert administrators and ultimately disable the function. While this does not remove an infection, it stops a worm from spreading, limits the extent of data requiring clean-up, and may allow the remainder of the application to continue functioning, which could otherwise have had to be shut down. Another benefit is that AppSensor provides useful security metrics, currently in absentia.

Applicability
Software applications must be built securely in the first place. If issues like authentication, session management, authorization, etc. are broken already, it will not be possible to implement the approach. Self-defense goes beyond the implementation of security services, but there does appear to be growing interest in this area. For example, the DoD recently announced [13] that it is planning to spend $500 million to research new cyber security technologies including “active defenses”—technologies that detect attacks and probes as they occur.

AppSensor is a comprehensive proactive, rather than reactive, approach that can be applied to applications in many situations. It reduces the risk of unknown vulnerabilities being exploited by identifying and containing users conducting malicious activity that is often the precursor to an attack. It greatly increases the visibility of suspicious events and actual attacks. This can provide additional information assurance benefits:

• Reduced security risks to data and information systems
• Improved compliance
• Reduction in the consequences of data breaches.

In turn, these can provide improved service levels and resilience that have wide applicability. Some types of organizations may also achieve competitive advantage.

Although these concepts are already deployed in production environments, the AppSensor team is considering ways to improve the analysis engine including the use of stochastic methods, increasing coverage in ESAPI, integration with other systems and building the concepts into software frameworks and libraries so the implementation overhead is reduced. The team would also like to investigate how AppSensor could be applied in an agile/test-driven development environment.

Conclusions
All types of organizations have very powerful systems with access to mission-critical data, but generally have no idea if, when or how applications are under attack. This is the crux of the problem: critical data on critical systems and little to no visibility of the health of the overall environment. This must change. The concepts embodied by OWASP AppSensor present a solution to this issue. By creating applications that are attack-aware and able to respond appropriately, the assurance of information systems is increased.

Attack detection and response actions can be integrated into any application to greatly increase the overall security of the application. At a minimum, this technology provides greatly needed insight into the current attacks and malicious activities occurring within the application. When properly tuned, the attack-aware application will be able to identify and defend against malicious users in real-time. This technology must be implemented into mission-critical applications as we continue to see sensitive data and controls moving to systems that are subjected to a constant stream of malicious attacks.
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Creating Data from Applications for Detecting Stealth Attacks

C. Warren Axelrod, Ph.D., Delta Risk LLC

Abstract. A major reason for security professionals not seeming able to protect fully against the rapidly changing threat environment and sophisticated attacks is that they often don’t have available the necessary application security data for detecting and responding to such increasingly stealthy attacks. Furthermore, easily generated application security data are generally not reported timely or accurately enough for appropriate preventative action. In this article, we describe the issues confronting those attempting to create, collect, report, and respond accurately enough for appropriate preventative action. In this article, we describe how these impediments might be overcome.

Introduction

Cyber security staffs collect and analyze huge volumes of security-related data. The problem is that applications do not generate the most useful data in the first place [1]. So many major data breaches reportedly occur without the knowledge of their victims. It appears that ChoicePoint [2], Heartland Payments [3], NASDAQ [4], and Epsilon [5], for example, only find out the degree to which data in their custody has been compromised when they are notified by third parties, such as VISA International, or called in forensics specialists, such as the NSA. For example, VISA International might observe concentrations of fraudulent payment card activity and trace them back to the company that had suffered the data leak. Even then, victim companies are frequently not able to determine who did what, and when.

There is ample evidence for the need for such information. According to the Verizon Business 2010 Data Breach Investigations Report [6], a large percentage of total breaches originate from insiders, specifically:

- 48% of data breaches were caused by insiders
- 48% of data breaches involved privilege misuse

It should be noted that the sample upon which the results of the Verizon Business analysis is based refers to data collected from their own clients, and therefore contains considerable bias. However, the general observations still make sense, even though the data are not necessarily representative of all organizations. A lesson taken from these statistics is that the lack of identification by victim organizations that a breach, particularly an inside job, has occurred leads one to the view that either the data are available but not analyzed (the supposition of the report) or they are not available, to which view the author subscribes. This premise, namely that the data are not generated unless specific actions are taken to create them, is the basis for this article.

According to a Veriphyr white paper [7], the major causes of insider attacks are the granting of excess unneeded privileged access rights, which often results from such practices as not deleting obsolete access rights, and so on. While this clearly contributes to the problem, it is by no means the only cause. Many insider attacks result from valid access rights that allow certain fraudulent activities to proceed undetected. In other cases, the system granting user access does not have fine enough granularity to be able to carve out only those access rights that are needed to perform a particular function.

Scope

Software systems and the data that they access are usually protected at a number of levels. Traditionally we find controls for system access, use, and access termination. Access security services include authentication and authorization, such as are embodied in the DoD’s Common Access Card (CAC). The CAC was developed in order to be in compliance with the policy for a common identification standard for federal employees and contractors as described in Homeland Security Presidential Directive 12/HSPD-12 [8]. There are readily available monitoring and reporting products and services that identify and analyze user access logs, as well as high-level system use and data exfiltration logs. The latter typically cover e-mail and file transfer systems. Current products and services use readily available logged data, with few requiring the generation of additional data. This feature of not having to create additional data is often given as a benefit of such systems, and to the extent that they are simpler to install and get running, this may be the case. However, there are limitations in such an approach, not the least of which is the risk that key data may not be available for analysis.

Some Widely Publicized Examples

There are many cases in the government and private sectors where a lack of application-generated data has resulted in major breaches or system failures. An April 2011 attack on Sony PlayStation customer data—where the perpetrators used Amazon Web Services as their point of takeoff—is just such an example. In an article on the case [9], Pete Malcolm, CEO of Abiquo Inc., is quoted as saying, “There is no way of telling who’s a good guy and who’s a bad guy.” An earlier release of the article, which was subsequently replaced with the referenced article, claims that Malcolm said that, “Amazon does not have the means to detect illegal uses of its servers.”

A widely publicized example relating to the DoD is that of Private First Class Bradley E. Manning who was charged with unauthorized use and disclosure of U.S. diplomatic cables to WikiLeaks. An overview on Wikipedia [10] states the following: “Manning had been assigned in October 2009 to a support battalion with the 2nd Brigade Combat Team, 10th Mountain Division, based at Forward Operating Base Hammer, near Baghdad. There he had access to the Secret Internet Protocol Router Network, used by the United States government to transmit classified information.”
This would appear to be a case in which the perpetrator was authorized to access certain classified information but his use of the information was not flagged as suspect nor brought to the attention of authorities.

In this article, we propose an approach wherein one first determines in advance what additional data should be generated above and beyond the standard data logs. Data collection capabilities are introduced by injecting data requirements throughout the System Development Lifecycle (SDLC). When it comes to COTS and open-source software, where the acquiring entity does not have any control over the software development process, one must request that the vendor or community incorporate the necessary data collection capabilities.

Data Creation

As alluded to above, the author believes that this failure to discover intrusions is largely due to applications not collecting and reporting key information needed to detect hacker activity at the time of an attack or to trace such activities forensically after the fact. This lack of information occurs even when organizations have installed a full complement of monitoring, logging, and Security Information and Event Management (SIEM) tools and have staff diligently reviewing the outputs from these tools.

It is important to ensure that applications now in development, or currently being planned, will incorporate the instrumentation necessary to collect data required to alert security staff that a compromise is taking place or that one has happened. Consequently, application security professionals must be involved in the requirements, specifications, design, testing, deployment and operational phases of the SDLC. Some individual or group, with specific in-depth knowledge of not only an application’s functionality but also what security data should be collected, has to be involved in all the above phases of the SDLC. The security data requirements generated by such specialists, though likely to be onerous, must be accepted and incorporated into applications if there is to be any hope of tackling the issue of undetected and undetectable attacks.

Producing the Data

Creating and monitoring relevant data are the keys to success but, as one would expect, the task of defining the full range of required security data is a major challenge since the required multidiscipline expertise rarely exists in the desired quantity and quality. Nevertheless, defining requirements is the right place to start.

Ideally one should collect data for every conceivable user or machine action and misuse that might occur within applications and against databases. This is, of course, an impossible task and, even were it theoretically attainable, it would be prohibitively expensive. The point is not that we must anticipate every possibility of misuse, but that the right individuals need to be involved in the SDLC process. This will encourage those responsible for protecting information assets to think about what instrumentation needs to be included in order to capture significant misbehavior.

If additional monitoring is implemented, not only does it serve to improve capturing inappropriate and suspicious activities, it also allows test engineers to cover a greater range of possible security gaps since data, which were previously not captured, now become available for testing a fuller range of functionality [11].

Current Data Collection Approach

Many IT shops just collect and report when users gain access to and depart from systems and networks as such events are readily obtained and are easy to specify and understand. They might also collect data about successful and unsuccessful logons in an attempt to uncover those trying to guess the passwords of others. While gathering such information is useful and often mandated by auditors, it has limited value since it does not tell you what authorized and unauthorized users did during their sessions. Also, if generic IDs are permitted and users are allowed to share passwords (both of which practices should be prohibited), there is no way of knowing if the authorized user or a different person is logging on. The user might know this other person or not.

As stated above, the main benefit to be derived from logon/logoff data is that they are easily defined and collected. It also does have some forensics value since one can determine retrospectively who supposedly accessed systems and when. On the other hand, such data are a rich source of audit findings, since auditors can easily cross reference employee lists against user IDs and determine if the user ID was used after the person left the organization.

The Need for a Better Approach

Stepping beyond collecting simple logon/logoff data usually requires a quantum jump in knowledge and effort, which raises questions about return on investment. However, since it is relatively easy for criminals to obtain application access credentials through social engineering means, such as phishing, checking someone at the gate is becoming less effective. Therefore, one is forced to look to other means of ferreting out unauthorized intruders, particularly when they are already inside the application. The sequence of complexity of data collection is shown in Figure 1. Even in this simple example, we see the need to provide more detailed requirements to the development team as we progress in complexity from Level 1 through Level 3.

![Figure 1: Increasing Complexity of Security Data](image)
We shall now examine the various levels of complexity according to the difficulty of security data identification, collection, analysis, and limitations on decision-makers’ ability to respond to the metrics obtained.

**Level 1: Generally Available Data**

As indicated above, the easiest data to collect are generally those that are included with most information systems and security tools, such as Identity and Access Management systems. The need to know who logged on and when they did so is a basic requirement for auditing purposes. Even at this level, however, reports showing which applications a person may access are often inaccurate, out of date and difficult to interpret, according to the author’s experience with many such reports. Also, the information is often available too late to be able to mitigate the impact of breaches.

**Level 2: More Difficult to Identify, Create, Collect and Understand**

In the moderately complex category, some data may be collected directly or calculated from other data. For example, the logon/logoff files can be analyzed to show the number of accesses by person by time of day, day of week, etc. Some systems have built-in capabilities to drill down further. For example, special-purpose e-mail monitoring systems provide the following:

- Records of senders and recipients of e-mails
- Whether attachments were included
- Whether specific personal and other sensitive information was included in the body of the e-mail or in attachments, and
- What that specific information was.

On the other hand, general business applications, particularly those that have been custom-built, are unlikely to have such capabilities.

In order to achieve this next level of data collection and analysis, it is often necessary to set up a specific initiative as part of the SDLC effort to add event monitoring, data collection, storage, analysis and reporting capabilities. This can typically take several man-months of effort, depending on the size and complexity of the systems. The data items in Table 1 were obtained through just such a project conducted by two companies and supported by a SIEM system vendor. As the table entries show, with a little effort, one can achieve much greater insight as to activities occurring within critical systems.

**Level 3: Very Difficult to Identify, Create, Collect and Analyze**

As we progress along the difficulty-complexity spectrum, we arrive at a level where a major difficulty is to determine what should be collected, and then the challenge is to come up with ways of creating, collecting, analyzing, reporting, and responding to the data in a timely fashion, often in real time.

In this category of data we look for more complex behavior patterns in order to identify anomalous behavior. For example, we might look at a series of user actions such as entering one application, retrieving specific high-value data, then moving directly to another application, such as e-mail or a social network, particularly if there is a policy against personal use of the organization’s computer and network resources during business hours. This might suggest that data are being exfiltrated (or leaked) by the user. The major challenge here is identifying what can be considered normal behavior, as described in [12].

**Reasons for the Lack of Data**

Beyond the costs of collecting, logging and analyzing security data (which can be significant), the basic reason that we do not have those data that are needed for tracing specific activities through applications is that there are few advocates among stakeholders. These stakeholders might include business owners, and software and security engineers. While software and security engineers are often very supportive of including logging and monitoring of security-related data, they do not usually have the requisite understanding of the applications and knowledge as to which data would be helpful in tracking activities. The business owners, on the other hand, do not understand what is needed for managing system security.

There is some question of our very ability to gather meaningful data and come up with relevant abnormal behavior patterns, which might suggest malicious or otherwise damaging activities. This perhaps suggests that we are not looking in the right

<table>
<thead>
<tr>
<th>Logon/Logoff Data</th>
<th>User Data</th>
<th>Transaction Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of event (login/logoff)</td>
<td>Type of event (user)</td>
<td>Type of event (transaction)</td>
</tr>
<tr>
<td>User name</td>
<td>Internal ID of user</td>
<td>Transaction ID</td>
</tr>
<tr>
<td>Terminal name</td>
<td>Internal company ID</td>
<td>ID of user who inserted transaction</td>
</tr>
<tr>
<td>Timestamps for logons and logoffs</td>
<td>User’s company</td>
<td>ID of client requesting service</td>
</tr>
<tr>
<td>Timestamps for department changes</td>
<td>Time when user inserted into database</td>
<td>IDs of corporate business group and division</td>
</tr>
<tr>
<td>Original and new departments</td>
<td>Time when data updated</td>
<td>Time when transaction inserted into database</td>
</tr>
<tr>
<td>Source IP of user</td>
<td>Time when user leaves system</td>
<td>Time when transaction closed</td>
</tr>
<tr>
<td>Module of application in use</td>
<td>User’s control number</td>
<td>User’s company</td>
</tr>
<tr>
<td>Connection serial number</td>
<td>User’s account number</td>
<td>User’s control number</td>
</tr>
<tr>
<td>Session ID</td>
<td></td>
<td>User’s account number</td>
</tr>
</tbody>
</table>
## Table 2: Detection and Mitigation of Unauthorized Access and Activities

<table>
<thead>
<tr>
<th>Category</th>
<th>Characteristics</th>
<th>Detection</th>
<th>Mitigation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unauthorized access</td>
<td>Multiple failed attempts at logging on.</td>
<td>Login to account of employees or customers who have left, but their accounts were not inactivated.</td>
<td>Create/enforce procedure to delete user accounts immediately when someone changes role or leaves.</td>
</tr>
<tr>
<td></td>
<td>Series of failed attempts followed by a successful logon.</td>
<td></td>
<td>Check for anomalies such as more than one person trying to log on using the same credentials.</td>
</tr>
<tr>
<td>Inappropriately authorized access</td>
<td>High level of “trolling”, i.e., seemingly unrelated use of applications and access to data.</td>
<td>Atypical activities within applications and against databases.</td>
<td>Restrict user access to applications’ functionality and data on a need-to-know basis.</td>
</tr>
<tr>
<td>Authorized access, outside “normal parameters”</td>
<td>Seemingly excessive number of reads, writes, data exports for someone with a specific role.</td>
<td>Monitor use of critical applications and access to data.</td>
<td>Modify access rights as soon as role changes.</td>
</tr>
<tr>
<td>Authorized access, within “normal parameters”</td>
<td>No obvious deviation from normal activities.</td>
<td>Other aspects of behavior, such as dissatisfaction with job, company, recent changes, etc.</td>
<td>Proactively – Be aware of, and respond to, significant changes in business environment, user responsibilities, etc.</td>
</tr>
<tr>
<td>Unauthorized access, outside “normal parameters”</td>
<td>Excessive number of logon attempts and/or attempts to get at unauthorized functions and data.</td>
<td>This should be detected before access is granted, but if not, then other behavioral discrepancies should be considered.</td>
<td>Responsively – Observe events and/or question users after events.</td>
</tr>
<tr>
<td></td>
<td>Excessive number of reads, writes, data exports, and the like.</td>
<td>Number of logon attempts, number and type of data accesses suggest anomalous behavior.</td>
<td></td>
</tr>
<tr>
<td>Unauthorized access, within “normal parameters”</td>
<td>No obvious deviation from normal activities.</td>
<td>Other aspects outside system, such as unusual times of activity.</td>
<td>Implement monitors that look for suspicious factors, such as time of day, day of week, frequency of access attempts, etc.</td>
</tr>
</tbody>
</table>

*CrossTalk—September/October 2011*
In order to detect stealth behavior within applications, it is necessary to generate and analyze meaningful data about user activities. A major issue is that much of the required data is not created because the necessary data generators have not been incorporated into the application software.

Actual losses may far exceed what an entity and/or its stakeholders have the ability to pay. Thus a company might file for bankruptcy and any excess losses above what is covered by insurance and assets are borne by creditors or the public. This is in essence a case of “moral hazard” whereby the losses of the victim organization are limited. If another entity, such as the government, does not make up the difference between what the victim company can pay and what is believed to be the full cost of an incident, then part of the responsibility and uncovered costs fall upon individual victims and/or society at large. These are the so-called social or indirect costs.

Some Illustrative Examples

The author was involved in a situation where an institutional customer of a financial broker/dealer requested that the latter provide details of the activities within a specific system of a particular individual over a specified period of time. Not only was the broker/dealer unable to provide a report of generally available login and logout data because the data were comingled with the same information of other customers, but the application did not collect and log specific activities within the application itself. The author recommended that the requisite data collection capabilities be incorporated in a subsequent release of the application.

In another case, an organization detected hacking software residing on an employee’s desktop computer. The employee was suspended pending the results of a forensic analysis, which took several weeks to complete. The result of the analysis was that the software had not been used. Here is a case where appropriate instrumentation might have avoided the unpleasantness of the employee’s suspension altogether.

Summary and Conclusions

In order to detect stealth behavior within applications, it is necessary to generate and analyze meaningful data about user activities. A major issue is that much of the required data is not created because the necessary data generators have not been incorporated into the application software. In this article we have shown areas for improvement in data generation so as to increase situational awareness as it relates to stealth attacks against applications. While the process involves significant enhancements to the software engineering process, it is claimed that the resulting actionable information is well worth the effort.

The Economics of the Proposed Approach

Costs of generating the data consist of the costs of the time and effort to include security data requirements and build the necessary data collectors into the applications during the design and development stages. There has to be collaboration among software engineers, systems engineers, developers, application security experts, business owners, etc. But first we need to understand the various categories of security data: their characteristics, how they might be detected, and what must be done to reduce or eliminate the impact of the activities being recorded. We indicate these aspects in Table 2 for various categories of access.

While the Department of Defense exerts strong management in terms of who is authorized to access systems and maintains control over that access via the CAC, as mentioned above, there are still possibilities with respect to inappropriate registration of users and inappropriate use of those access credentials, as exemplified by the Manning case described above.

Approach to Collecting the Data

Nevertheless, there may well be behaviors that do indicate improper activities, but data about them are just not collected. There is a need to define security data requirements and build the necessary data collectors into the applications during the design and development stages.

There has to be collaboration among software engineers, systems engineers, developers, application security experts, business owners, etc. But first we need to understand the various categories of security data: their characteristics, how they might be detected, and what must be done to reduce or eliminate the impact of the activities being recorded. We indicate these aspects in Table 2 for various categories of access.

While the Department of Defense exerts strong management in terms of who is authorized to access systems and maintains control over that access via the CAC, as mentioned above, there are still possibilities with respect to inappropriate registration of users and inappropriate use of those access credentials, as exemplified by the Manning case described above.

Table 2

<table>
<thead>
<tr>
<th>Category</th>
<th>Characteristics</th>
<th>How They Might Be Detected</th>
<th>What Must Be Done</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>Unauthorized access / inappropriate login / logout</td>
<td>Monitor login / logout data</td>
<td>Reduce / eliminate</td>
</tr>
<tr>
<td>Systems</td>
<td>Unauthorized access / inappropriate registration / use of access credentials</td>
<td>Monitor access credentials</td>
<td>Reduce / eliminate</td>
</tr>
<tr>
<td>Applications</td>
<td>Unauthorized access / inappropriate use of access credentials / policy violation</td>
<td>Monitor access credentials</td>
<td>Reduce / eliminate</td>
</tr>
<tr>
<td>Business</td>
<td>Unauthorized access / inappropriate use of access credentials / policy violation</td>
<td>Monitor access credentials</td>
<td>Reduce / eliminate</td>
</tr>
<tr>
<td>Customers</td>
<td>Unauthorized access / inappropriate use of access credentials / policy violation</td>
<td>Monitor access credentials</td>
<td>Reduce / eliminate</td>
</tr>
<tr>
<td>Executives</td>
<td>Unauthorized access / inappropriate use of access credentials / policy violation</td>
<td>Monitor access credentials</td>
<td>Reduce / eliminate</td>
</tr>
</tbody>
</table>

The author was involved in a situation where an institutional customer of a financial broker/dealer requested that the latter provide details of the activities within a specific system of a particular individual over a specified period of time. Not only was the broker/dealer unable to provide a report of generally available login and logout data because the data were comingled with the same information of other customers, but the application did not collect and log specific activities within the application itself. The author recommended that the requisite data collection capabilities be incorporated in a subsequent release of the application.

In another case, an organization detected hacking software residing on an employee’s desktop computer. The employee was suspended pending the results of a forensic analysis, which took several weeks to complete. The result of the analysis was that the software had not been used. Here is a case where appropriate instrumentation might have avoided the unpleasantness of the employee’s suspension altogether.

Summary and Conclusions

In order to detect stealth behavior within applications, it is necessary to generate and analyze meaningful data about user activities. A major issue is that much of the required data is not created because the necessary data generators have not been incorporated into the application software. In this article we have shown areas for improvement in data generation so as to increase situational awareness as it relates to stealth attacks against applications. While the process involves significant enhancements to the software engineering process, it is claimed that the resulting actionable information is well worth the effort.

The costs and losses depend upon the entity, which was the victim, and its affiliations. However, there is a limit to the true out-of-pocket costs that an entity and its stakeholders (managers, shareholders, employees, and customers) can incur. For example, the upper limit of loss, to which shareholders might be subjected, is the value of the stock they hold. Company officers and executives might be sued, which eventually is often covered by insurance. However, management and other employees might lose their jobs resulting in monetary losses, psychological distress, etc. If the entity is forced to downsize or goes out of business, customers and business partners will have to find other sources and affiliations respectively, which might be difficult and expensive to achieve in certain markets.

In order to detect stealth behavior within applications, it is necessary to generate and analyze meaningful data about user activities. A major issue is that much of the required data is not created because the necessary data generators have not been incorporated into the application software. In this article we have shown areas for improvement in data generation so as to increase situational awareness as it relates to stealth attacks against applications. While the process involves significant enhancements to the software engineering process, it is claimed that the resulting actionable information is well worth the effort.

The costs and losses depend upon the entity, which was the victim, and its affiliations. However, there is a limit to the true out-of-pocket costs that an entity and its stakeholders (managers, shareholders, employees, and customers) can incur. For example, the upper limit of loss, to which shareholders might be subjected, is the value of the stock they hold. Company officers and executives might be sued, which eventually is often covered by insurance. However, management and other employees might lose their jobs resulting in monetary losses, psychological distress, etc. If the entity is forced to downsize or goes out of business, customers and business partners will have to find other sources and affiliations respectively, which might be difficult and expensive to achieve in certain markets.
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Determining the benefit of an AT program requires the identification of the business case for investing in automated test. Simply stated, the business case for AT stems from The CNO Guidance for 2004 [1], which included direction to the Commander, Operational Test and Evaluation Force (COMOPTEVFOR) to lead a collaborative effort among Navy, OSD, and contractors to reduce the costs of Test & Evaluation (T&E) by 20%. In developing a response to the CNO Guidance for 2004, COMOPTEVFOR surveyed programs and included the following as T&E cost drivers:

- Redundant testing
- Increased levels of regression testing driven by technology insertion
- Increasing complexity of computer software testing
- Interoperability testing and certification
- Development of unique /duplicate facilities and test beds

This helps to identify the need, the measures necessary to detect progress, the impact to the program under test and the potential ROI for the program. The technical process identifies the steps that are followed that will prove or disprove the business case. The enabling technology involves identifying the tools, targets, and standards for carrying out the technical process. Finally, implementation involves physical execution of the enabling technology, a final determination of whether or not AT is feasible, beneficial, and validates the anticipated ROI, and where AT could be implemented.

Yet, currently there are no policies governing the use of AT tools and techniques within the Acquisition Framework; the DoD 5000 series instructions do not include any reference to AT. However, with the emergence of common product lines, a relationship between the acquisition community and AT concepts needs to be firmly established before a marriage into contractual language is produced. The Navy is going into unchartered territories and studies are needed, pilots performed, and proofs of concepts explored to discover applicability and affordability.

In an effort to take an expanded approach to AT, leveraging the knowledge and insight gained from the Object Management Group (OMG) standards work, an attempt at injecting automation in other areas not greatly explored within industry or Navy programs was attempted, i.e.: 1) Requirements, 2) Design, 3) Code, and 4) Test Coverage. The ability to automatically generate the Requirements Traceability Matrix from top-level requirements and intermediate designs to the actual Computer Program (CP) would eliminate the need to perform this task manually as is often done within disparate programs; DOORS, Excel, Enterprise Architect, and Integrated Development Environments. Standards organizations like the OMG will be leveraged to engage industry, academia, and government communities by developing options and approaches via Request for Information, Request for Proposal (RFP), technology pilots, and white papers. The right mix of companies, organizations, and Navy industry relationships will enable an open and streamlined process for technical standards establishment. If standards are adopted, usability is likely to increase bolstering the business case for AT.
Software Assessments

An initial implementation, performed in FY '09, involved the demonstration of a graphical view of requirements mapped to source code. This effort resulted in the generation of a Developmental Automated Risk Testing (DART) tool, which automates the process of mapping top-level requirements to lower level requirements, software design and CP code allowing the user to traverse bi-directionally to examine all the software artifacts associated with each requirement. DART offers automated information exchange handshakes (Figure 1) coupling functional, unit, and operational testing with developmental information. If the requirements change, this tool will allow the developer to instantly see what portion of the CP is affected along with test data specifics. It will allow a tester/analyst/developer to trace an error encountered in a component under test to its specifications and verify its function; determine if the error is in the CP or in the specific design; and if so, whether the parent requirements for these specifications also need to be evaluated.

Built-in automated metrics such as code complexity, afferent/efferent instability, along with code fluidity evaluations aid the developer in identifying potential problem areas early. An overall risk assessment offers probability and impact measures based on issues with the code. This analysis takes into account complexity, orphans, and density of complex code among other things. A technical risk chart provides a quick look into the software for stakeholders, providing a status that updates as bugs are fixed and the design is analyzed.

Linking requirements to code provides continuity between the beginning and the end of development and offers the ability to automate the testing of your software design. It offers high-level automated software debugging and promotes standards in requirements documentation and software development. Below are some example use cases subject to analysis for a sample program under test:

- DART has a high probability of making code/design correct by introducing a Level 0 “smoke test” which focuses on coverage rather than on functionality.
- DART facilitates the developers’ job of having to open up a requirements document, design, or code; all are shown in a dashboard with the automated metrics decreasing time spent using disparate support programs to view the data.

Identifying the association between the design, development, and transition of a capability in a common dashboard offers an opportunity to perform automated metric and report generation, analysis of requirements coverage, and testing as a whole. This will enable program personnel to gain firsthand experience in discovering the “need to fleet” associations, unleashing the potential of automated testing. Within the standard Systems Engineering V-chart for the development of capabilities, systems, and platforms, there should be more of a relational exchange of information, not a waterfall of data dumped from one activity to the next. Feedback loops from the transition or testing side of the V-chart should be tied directly to requirements, system design, and CP code for true testing accountability. This traceability into the systems engineering process allows for visibility into the artifacts associated with each piece of development. Only when this traceability is available can AT policies and procedures be introduced and employed to demonstrate true acquisition efficiency.

Contract Language

The majority of the contracts start at milestone B, where concept exploration is complete and technology is determined to be mature enough. Therefore, the stakeholders accountable for all T&E activity and responsible for creating the Test and Evaluation Strategy (TES), which is the initial planning document describing test activities throughout the acquisition lifecycle, are prepared to make key decisions on what is best for streamlining their test process from cradle to grave. Articulating in the TES that AT capability should be used could prove to be a major influence on contract language. This TES document is a key item to be considered when developing the contract Statement of Work for the RFP. The Office of the Secretary of Defense (OSD) T&E Contract Guide states:

“Acquisition planning is the process of identifying and describing contract requirements and determining the best method for meeting those requirements including solicitations and contracting. During the program lifecycle it is critical that the Project Manager (PM), systems engineer, and T&E personnel recognize that early and consistent incorporation of T&E considerations...
and requirements begins at the onset of program planning during the Material Solutions Analysis and Technology Development phases [2].

Raising awareness and educating the T&E stakeholders involved with creating the TES through a conclusive business case analysis and identifying what the ROI is for AT will begin to influence policy consequently affecting contract requirements. Specific metric weighting based on stakeholders, as shown in the acquisition process below (Figure 2) (PM, Warfighter, Contractor, and T&E Tester), are provided throughout the rest of the document.

**Metrics**

The word metric has many different meanings; the following definitions provide a basis for this discussion. A metric is, “A system of related measures that facilitates the quantification of some particular characteristic” [3]. Implicit in the use of the word metric is the notion of a standard means of measuring something in a known space. Further calibration of the term metric comes from the definition, “The application of statistics and mathematical analysis to a field of study” [4]. This definition indicates the need for sufficient rigor and sensitivity in the description of the measures to provide meaningful quantitative results. These results can then be used to support various analyses such as ROI. Within each metric, a description and explanation of how it relates to the AT business case is provided along with any relevant categories in the context of DART.

**Metric 1: Time**

Time is a simple measure. It is well defined, understood, and standardized. While most of the systems being tested using AT technology are concerned with very small units of time such as milliseconds, the AT process must be focused on a much larger scale. In the context of AT, time has most to do with the calendar period need to perform a certain activity. As a business case metric, the timeframes of meaning typically span days, weeks, months, or quarters.

There are two primary categories of time, labor time and calendar time. Both factors are important to keep in perspective. Labor time is directly related to cost. Calendar time is directly related to delivery completion and risk. A reduction in either of these categories can be seen as a clear improvement in the ROI equation. Depending on the stakeholder, time impact varies. Time to the developer relates to earned value, contract management, and continuation. Time to the PM relates to meeting planned delivery to the platform manager and affects his measure of performance. Time to the platform manager relates to meeting planned ship delivery schedules, which can relate to significant penalty cost by a shipbuilder and/or lack of needed war fighting capability to the fleet. Time to the operational tester relates to certifying the operational effectiveness and safety associated with fleet use.

**Metric 2: Delivery Risk**

Delivery Risk is a measure of how likely a particular issue will negatively affect the ability to complete a project. This metric provides a qualitative adjustment to other quantitative metrics outlined in this document. Therefore, any assessment of delivery risk will be linked to an associated sub-category to which it belongs: Time/schedule impact, cost of system, and complexity/difficulty of implementation. There are several reasons that an issue can have an impact on delivery risk:

- If the number of functional requirements is very high
- The design complexity causes difficulty in procurement or development
- The number of defects detected is too high
- The schedule is aggressive
- There is insufficient funding

Time, schedule, and cost are well-understood factors, and are discussed in this document. There is a value in capturing the qualitative impact of these related to AT as well as the quantitative means described above. Difficulty of implementation is a category of risk that measures any extra effort, special skills, processes, equipment, or other factors that complicates (or simplifies) the execution of the project. In the context of AT, the question one must ask is, “How much delivery risk (increased or decreased) is introduced into my system as a result of AT?” This question should be asked in the context of time, schedule, and cost. Given the system under test and the stakeholder’s viewpoint, the answer may have either a positive or negative affect on the ROI equation.

**Metric 3: Quality**

Quality is defined as the level by which a developed item meets or exceeds the requirements, endurance, and reliability specified in the design. The overall prevalence of quality software can be directly correlated to the magnitude of what has already been discovered, and the extent to which the software meets mission objectives can be measured. There are several characteristics of quality that can be considered:

- Opening and closing rate of defect reports
- Prevalence of defects
- Predictable/consistent performance
- Operational (reliable, available)
- Functional requirements coverage

**Metric 4: Cost**

Cost is the amount of expenditure required to complete an activity. There are many task contributors that impact the amount of cost incurred. This section divides the types of cost typically incurred and tracked in activities related to test efforts. These categories are not mutually exclusive, nor exhaustive of the cost elements that are possible.
There are many ways to stack and compare cost, or colors of money:

- Non-recurring versus recurring
- Operations and maintenance versus development
- Research and development maturity level (6.1, 6.2, 6.3, 6.4, etc.)
- Labor versus other direct costs

Various stakeholders’ views provide different perspectives on which cost trade off is relevant, and what they feel is most important. Below are some categories of cost identified: Development cost, labor cost, license/equipment cost, and facility cost. Cost is simply measured in dollars. The scale of cost-relevance is proportional to the scale of the project. Cost relative to time saved or time lost will be shown in accessing each separate metric in parallel.

**ROI**

All relevant metrics need to be considered when the end goal is to deliver a better quality capability to the fleet faster, cheaper and at lower risk. In order to establish this level of ROI, a relationship between the different metrics must be established to determine a relative weighting of one metric to the next. This is a difficult task since different factors will weigh the importance of the metrics differently. The relationship is, therefore, stakeholder and T&E step dependent. An initial weighting may be established by polling the stakeholders, yielding a composite weighting, and using that through the life of the program. An alternative would be to have each stakeholder group perform their relative weighting of metrics and compute an ROI for each step based on the expectation from preceding programs.

An additional consideration must be a predicted effect on metrics for each stakeholder’s responsibility and how this affects their desire to implement AT. As an example, DART would require developers to implement traceability in support of development and testing, therefore delivery may incur an additional cost to the program. This negative effect on cost and potentially time spent must be offset by a combination of positive effects on the other metrics of interest to them. If a relationship can be shown that utilizing DART will effectively reduce completion risk and increase quality sufficiently, then it becomes of interest to the PM. If it does not have this effect, it will be an uphill struggle to get PMs to accept the requirement.

Another benefit to automating testing is a higher confidence in the coverage of requirements during test. Many current and traditional testing methodologies, despite considerable effort, yield a wide degree of variability in the function points actually tested. It is believed that by utilizing automated tests (i.e. DART), one will know what has been tested, yielding higher confidence that critical items have been checked.

**Summary**

Based on the COMOPTEVFOR findings and the imminent change in paradigm to open architecture, there is a need for a more flexible and innovative way to improve synergy throughout the development and T&E communities within the acquisition framework. Traditional systems engineering process and contractual language evolution is needed; more effective approaches for testing are required to meet the CNO guidance for reducing T&E costs by 20%. However, as the business case for AT is evaluated more closely, it is apparent that there are metrics beyond cost that need to be considered when looking at the overall ROI associated with the desire to deliver tactical war fighting capability faster and cheaper while at the same time providing a higher quality product with equivalent functionality.

As the AT community grows and is leveraged throughout DoD, the business case for utilizing tools and techniques such as DART will need to be assessed along with its ease of use. Technical and enterprise maturity will need to be cataloged to establish a baseline for progress throughout component and system development. A program willing to identify and support development of standards for AT and bring key stakeholder metrics to the forefront will establish a true overall benefit and identify the impacts (both positive and negative) that AT has on its development. ROI metrics will help discover and establish the technical process and contract language for the application of AT to major software development efforts.
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Abstract. A framework of cyber tactics is suggested in terms of intended function and input and output semantics for each tactic including anticipation, detection, attribution, and counter measures. Cause and effect chain elements spanning goals, weaknesses, attributes of building security in, attack outcomes, bad actors, and consequences are identified and traced for selected cyber tactics. Consequences are traced for selected goals and attack outcomes.

Cyber Strategy

There is a need for plain talk on cyber security. When it comes to cyber attacks, there is no safe harbor. 75% of the time organizations learn that they’ve been the targets of an attack from others outside their organization. So much for awareness and readiness!

In “Meeting the Cyber Security Challenge” [1], the authors assert that challenges in culture, governance, shared ownership, and accountability are larger than the challenges of IT. This brings to mind some unanswered questions:

1. These broader challenges notwithstanding, how close are we to actually solving the challenges of IT with respect to cyber security?
2. How can we change the game so that bad actors are not on the same sure footing as legitimate users?
3. Can the answer be found in engineering innovation or do we have to resort to legal frameworks?
4. If national competitiveness, security, and privacy are competing goals, what are the priorities?

Some guiding definitions are in order to cope with item 4.

1. Competitiveness is the ability of a corporation to meet the test of international markets while maintaining or boosting the wages of its workers.
2. Security is the condition of being protected against danger or loss.
3. Privacy is the ability to reveal oneself selectively.

This is the stuff of cyber strategy. We need a cyber strategy to anticipate, avoid, withstand, mitigate, and recover from the effects of adversity whether manmade or natural under all circumstances of use. In the current environment, there is little focus on anticipation and avoidance before the attack, only the need for first responders after the attack. These first responders arrive in the form of dedicated software engineers who must attend to cleanup and recovery chores...and more patching, distraught business executives who must make up for lost opportunity costs and try to overcome the impact of loss of trust in their operations; more frustrated users who must cope with loss of availability through jerrybuilt workarounds; and more victimized customers who must suffer loss of privacy.

Cyber attacks represent a clear and present danger and a threat to the competitiveness and security of the nation. Yet our cyber strategy has been primarily driven by politics. Just consider the stresses surrounding privacy and security where privacy is the freedom and ability to reveal oneself selectively and security is the condition of being protected against danger or loss, both reasonable goals but on a collision course nevertheless.

Analytics

Professor Davenport refers to analytics as, “The extensive use of data, statistical and quantitative analysis, exploratory and predictive models, and fact-based management to drive decisions and actions” [2]. Data is exploding in every field. The knowledge of the world is reflected in data that can be processed by mathematical models. This process of analytics can help to understand the past and attempt to anticipate the future.

Exploiting the technology of fact-based decision-making through a large-scale analytics program in the cyber security domain would be a powerful way to engage executives in the business case of cyber security with particular attention on the nation’s critical infrastructure and the defense industrial base.

The cyber tactics study is designed to trace useful cause and effect chains connecting the tactics of anticipation, detection, attribution, and counter measures across several dimensions including organization goals, standard of excellence of software engineering practice, common weaknesses and vulnerabilities, cyber attack outcomes, bad actors, and consequences.

While the semantics of these dimensions have been specified as a first step towards framing the data collection requirements for an analytics project, the plan is to stimulate use of Monte Carlo simulation to assess the probability of outcomes and consequences and use of multivariate analysis on combinations of independent variables to understand the effect on a single variable.

Tradeoffs

A strategy is an overarching plan to achieve a vision along with the policies and protocols that link and coordinate the tactics employed. In cyber security time matters and things move fast, at the speed of light...faster than people can close their command and control loops. So a cyber strategy must include the policy to authorize in advance time critical actions based on tradeoffs that have carefully weighed cause, effect, and consequences. It is through continuously rebalanced tradeoffs and adjustments in the policy authorizing time critical actions that a strategy retains its currency in the face of new knowledge and new threats.

A cyber strategy is a policy composed of a collection of defined tradeoffs made in advance with implementing tactics ready for deployment. For example:

1. Where the inevitability of a cyber attack is a given, the power of trading off acceptance of some consequences in order to avoid or limit other consequences should not be ignored. How much lost opportunity, loss of availability, and loss of privacy are we willing to trade off to avoid cleanup and recovery costs and loss of trust impact?
2. The power of the shutdown as a tactical instrument to trade off consequences should not be underestimated. Upon shutdown, we immediately incur lost opportunity and loss of availability in order to avoid or limit cleanup and recovery costs and loss of trust and loss of privacy impacts.

3. The power of the social contract as an instrument to implement trade offs should not be overlooked. Where civility is defined as the sacrifices we make for others, perhaps an appeal to civility would prompt people to agree to sacrifice some level of privacy in order to promote a higher level of security for others. Here civility would lubricate the trade off between security and privacy. However, the catalyst needed to spark the social contract is leadership, which is not always available.

Trading off consequences is situational. For example, consider the priority ranking of consequences by reputation, economics, and mission in Table 1. There are consequences in prioritizing consequences.

1. In the reputation scenario, the highest consequences to avoid are loss of trust and loss of privacy followed by lost opportunity and loss of availability and then cleanup and recovery. The financial services sector where trust is all important fits the reputation scenario.

2. In the economics scenario, the highest consequences to avoid are lost opportunity, loss of availability, and loss of trust followed by cleanup and recovery. The telecom sector fits the economics scenario.

3. In the mission scenario, the highest consequences to avoid are lost opportunity, loss of availability, and loss of trust followed by loss of privacy and then cleanup and recovery. The telecommunications sector fits the mission scenario.

**Cyber Tactics Framework**

If cyberspace is to be a battleground, we need to stop playing possum and formulate a game changing cyber strategy, one that is informed and buttressed by cyber tactics. Dennis C. Blair, Director of National Intelligence, said, “Intelligence agencies are integrating cyber security with counterintelligence and bolstering the ability to understand, detect, attribute and counter cyber threats” [3]. In addition, intelligence agencies also need to anticipate!

These cyber tactics (Figure 1) span anticipation [4], detection, attribution, and counter measures (Table 2). However, these cyber tactics are currently underdeveloped and insufficient as implementers of the nation’s cyber strategy. Until these cyber tactics evolve to a more robust level of professional maturity, the nation’s cyber strategy will continue to be framed in the political domain with its unresolved clashes of philosophy. Without a framework of cyber tactics, the nation’s cyber strategy will continue to remain unhinged.

**Anticipation**

1. The intended function of anticipation is to make decisions about the future based on expectation in order to anticipate, avoid, withstand, mitigate, and recover from the affects of adversity under all circumstances. Unlike other tactics, anticipation takes place before an attack.

2. Cause and effect forward chain traces are used in order to interdict cause primarily in terms of cyber security goal selection, standard of excellence attributes for software engineered products, and economic cost impact and end user mission loss consequences. A secondary cause and effect thread composed of common weaknesses, attack outcomes, and bad actors may also inform anticipation tactics and serve to verify the primary thread.

3. The pursuit of anticipation tactics contributes to an understanding of what and how in terms of weaknesses and vulnerabilities, build security in maturity, and security in depth.

**Detection**

1. The intended function of detection spans digital situation awareness, operation sensing and monitoring, and the identification of defects, weaknesses, vulnerabilities, attacks, outcomes, and bad actors through monitoring, inspection, assessment, deep analytics, surveillance, alertness, and awareness.

2. The collection of dynamic operations sensing and monitoring logs fuels an activity of deep analytics. The systematic inspection of lifecycle systems and software artifacts by experts reveals defects, weaknesses, and vulnerabilities from which attacks are composed [5]. The automatic static analysis of software code, both source and object, also fuels an activity of deep analytics [6]. As common weaknesses, common vulnerabilities, and common attack profiles emerge, they become patterns and templates for subsequent surveillance.

3. Detection tactics contribute to an understanding of when and where in terms of defects, attacks, and outcomes.
Attribution

1. The intended function of attribution is focused on the assessment of cause and effect trace artifacts to identify a person, account, group, or intermediary responsible or involved [7].

2. Cause and effect backward chain traces are used in order to profile the cause in terms of attack outcomes, bad actors [8], and economic cost impact and end user mission loss consequences.

3. Attribution tactics contribute to an understanding of whom and why in terms of motivation and rationale, exploits employed, intended attack outcomes, and consequences sought.

Counter Measures

1. The intended function of counter measures is focused on the detection and elimination of common weaknesses; adherence to rigorous standard of excellence attributes of completeness, correctness, and rules of construction; elimination of attack outcomes; strengthening defenses against bad actors; and avoiding, withstanding, mitigating, and recovering from consequences.

2. Actual when and where in terms of defects, attacks, outcomes, and actual who and why in terms of motivation, intended attack outcomes, and consequences sought provide the fuel for composing effective counter measures.

3. Counter measures tactics are focused on understanding what and how, when and where, and who and why in terms of counter measures to interdict weaknesses and vulnerabilities, to build security in, and install security in depth.

Cause and Effect

The primary cause and effect chain elements in play for each cyber tactic are identified in Table 3.

1. Anticipation focuses on a thread of goal commitment, standard of excellence attributes, cost element and end user mission loss consequences. As an organization commits to more demanding goals leading to more strict adherence to the standard of excellence attributes of completeness, correctness, and rules of construction, the likelihood of cost element and end user mission loss consequences diminish.

2. Detection focuses on a thread of common weaknesses, attack outcomes, and bad actors. As an organization obtains the deepest possible understanding of common weaknesses and how these are used by bad actors and contribute to attack outcomes, the organization capability to detect and defend itself is advanced.

3. Attribution focuses on a thread of attack outcome, bad actor, cost element and end user mission loss consequences. As an organization is better able to associate attack outcomes

Table 2: Trusted Pipe Cyber Tactics Semantics

<table>
<thead>
<tr>
<th>Cyber Tactics</th>
<th>Intended Function</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anticipation</td>
<td>Making decisions about the future based on expectation in order to anticipate, avoid, withstand, mitigate, and recover from the effects of adversity under all circumstances</td>
<td>Cause and effect forward chain trace in order to interdict cause primarily in terms of Cyber Security goals, standard of excellence attributes, and economic cost impact and end user mission loss consequences and secondarily in terms of common weaknesses, attack outcomes, and bad actors</td>
<td>Understanding what and how in terms of weaknesses and vulnerabilities, build security in maturity, and security in depth</td>
</tr>
<tr>
<td>Detection</td>
<td>Digital situation awareness, operation sensing and monitoring, and identification of defects, weaknesses, vulnerabilities, attacks, outcomes, and bad actors through inspection, assessment, deep analytics, surveillance, alertness, and awareness</td>
<td>Dynamic operations sensing and monitoring logs for deep analytics; life cycle systems and software artifacts for expert inspection of defects, weaknesses, and vulnerabilities; software code both source and object for automated static analysis and deep analytics; common weaknesses, common vulnerabilities, and common attack profiles for assessment</td>
<td>Understanding when and where in terms of defects, attacks, outcomes</td>
</tr>
<tr>
<td>Attribution</td>
<td>Assessment of cause and effect trace artifacts to identify a person, account, group, or intermediary responsible or involved</td>
<td>Cause and effect backward chain trace in order to profile causes in terms of attack outcomes, bad actors, and economic cost impact and end user mission loss consequences</td>
<td>Understanding who and why in terms of motivation and rationale, exploits employed, intended attack outcomes, and consequences sought</td>
</tr>
<tr>
<td>Counter Measures</td>
<td>Detect and eliminate common weaknesses; adhere to standard of excellence attributes; eliminate attack outcomes; strengthen defense against bad actors; avoid, withstand, mitigate, and recover from consequences</td>
<td>Actual when and where in terms of defects, attacks, outcomes; actual who and why in terms of motivation, intended attack outcomes, and consequences sought</td>
<td>Understanding what and how, when and where, and who and why in terms of counter measures to interdict weaknesses and vulnerabilities, to build security in, and install security in depth</td>
</tr>
</tbody>
</table>
and bad actors, the organization will be better equipped to determine who launched the attack and the motivation and rationale behind it both useful in assessing the broader implications of the attack, the likelihood of whether future attacks should be expected, and the need for law enforcement and national security authorities to apprehend the bad actor.

4. Counter measures focus on a thread of common weaknesses, attack outcomes, bad actors, cost element, and end user mission loss consequences. As an organization is better able to coordinate its anticipation tactics with detection and attribution tactics in answering the questions of what, how, when, where, who, and why, it is able to introduce counter measures that effectively reduce the consequences of a cyber attack.

Consequences

Cause and effect chain consequences are traced for selected cyber tactics in Table 4a and 4b.

Considering the cyber tactic of anticipation, the goals to which an organization makes a commitment determine the consequences that result (Table 4a).

1. Starting at the top of the cause and effect chain with a commitment to the goals of anticipating and avoiding, the standard of excellence attributes for completeness, correctness, and rules of construction are expected to be met, and the consequences associated with cost element impacts and end user mission impacts are more likely to be avoided.

2. With a commitment to the goal of withstanding, the standard of excellence attributes for completeness, correctness, and rules of construction are expected to be met, and the consequences associated with lost opportunity cost and end user mission impacts are more likely to be avoided.

3. With a commitment to the goals of mitigating and recovering, the standard of excellence attributes are unlikely to be met, and the consequences associated with cost element impacts and end user mission are not likely to be avoided.

Considering the cyber tactic of attribution, the attack outcome provides a likely indication of the type of bad actor and the consequences (Table 4b).

1. Moving down the cause and effect chain to attack outcomes, unauthorized access may be attributed to all bad actors except the inadvertent actor with the expected consequences of loss of trust and loss of privacy impacts.

2. Loss of data may be attributed to all bad actors with the expected consequences of lost opportunity and recovery costs, and loss of trust and loss of privacy impacts.

3. Tampering with data may be attributed to an inadvertent...
actor, disgruntled employee, hacker, and terrorist with the expected consequences of cleanup, lost opportunity, recovery costs, and loss of trust impacts.

4. Erosion of performance may be attributed to a disgruntled employee, hacker, and terrorist with the expected consequences of cleanup, lost opportunity, recovery costs, and loss of trust and loss of availability impacts.

5. Denial of service may be attributed to a disgruntled employee, hacker, terrorist, and nation state with the expected consequences of lost opportunity and loss of availability impacts.

Mapping Policy to Implementation

The cyber tactics of anticipation, detection, attribution, and counter measures provide a strategic policy framework of stretch goals. The adoption of these tactics by an organization represents strategic intent since the implementation of these tactics is currently underdeveloped and needs to evolve to a higher level of professional maturity. Nevertheless, some discussion is called for to begin to bridge the gap between policy and practical application.

This discussion of practical application is centered around selected indicators of good software engineering, known common weaknesses and vulnerabilities, and observed bad actor behavior:

1. Assuring trustworthiness by building security in during construction and using standard of excellence indicators for completeness, correctness, and rules of construction as a guide.


3. Assuring protection by understanding the behavior of bad actors using the FBI identification of cyber criminal behavior as a guide.

Standard of Excellence

The standard of excellence is a set of indicators intended to distinguish good systems and software engineering practice associated with software product engineering. The indicators were first introduced in association with the system of checklists used to assist in the conduct of the Software Inspections Lab [10]. More recently the full system of evolved checklists appears in

Table 4a: Tracing Cause and Effect Consequences by Anticipation Tactic

<table>
<thead>
<tr>
<th>Cause and Effect Chain</th>
<th>Elements</th>
<th>Goal</th>
<th>Goal</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goals</td>
<td>1. Anticipating</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2. Avoiding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. Withstanding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. Mitigating</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. Recovering</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attributes</td>
<td>1. Completeness</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2. Correctness</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>3. Rules of Construction</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Consequences</td>
<td>1. Cleanup</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2. Lost Opportunity</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>3. Recovery</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>4. Loss of Trust</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>5. Loss of Availability</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>6. Loss of Privacy</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
PROTECTING AGAINST PREDATORY PRACTICES

<table>
<thead>
<tr>
<th>Common Weakness/Attack Outcome</th>
<th>Unauthorized Access</th>
<th>Loss of Data</th>
<th>Tampering with Data</th>
<th>Erosion of Performance</th>
<th>Denial of Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insecure Interaction Between Components</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Resource Management</td>
<td>2</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Porous Defenses</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total yes</td>
<td>12</td>
<td>20</td>
<td>18</td>
<td>11</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 5: 2010 Common Weakness Group/Attack Outcome


Tracing the essential factors of cyber security begins with the proposition that security must be built in and that trustworthINESS is achieved when certain standard of excellence attributes are assured.

1. Completeness is based on traceability among software product artifacts of various types including requirements, architecture, specifications, designs, code, and test procedures. Completeness analysis may be assisted by tools that trace the components of a product artifact of one type to the components of another type. Completeness analysis of predecessor and successor artifacts reveals what sections are missing and what fragments may be extra. A byproduct of the completeness analysis is a clear view of the relationship of requirements to the code product: straightforward (one to one), simple analysis (many to one), and complex (one to many).

2. Correctness is based on reasoning about programs through the use of informal verification and correctness questions derived from the prime constructs of structured programming and their composite use in proper programs. Input domain and output range are analyzed for all legal values and all possible values. State data is similarly analyzed. Adherence to project specified disciplined data structures is analyzed. Asynchronous processes and their interaction and communication are analyzed.

3. Rules of construction are based on the software application architecture and the specific protocols, templates, and conventions used to carry it out. For example, these include interprocess communication protocols, testing and concurrent operations, program unit construction, and data representation.

a. Are guidelines for program unit construction followed?

b. Is the interprocess communication protocol followed?

c. Are data representation conventions followed?

b. Is the system standard time defined and followed?

e. Are encapsulation, localization, and layering used to achieve object orientation?

f. Is logical independence achieved through event driven and process driven paradigms, late binding, and implicit binding?

g. Is scalability achieved through uniformity, parameterization, and portability?

h. Are fault tolerance, high availability, and security achieved?

Common Weaknesses

Managed by the MITRE Corporation and the SANS Institute, a collection of industry experts supported by the NSA and Department of Homeland Security’s National Cyber Security Division convened to agree on the 25 Most Dangerous Programming Errors [9]. The degree to which trustworthiness is achieved is indicated by the defects that make up the Top 25 Most Dangerous Programming Errors.

These common weaknesses span three programmer error categories. Table 5 shows the distribution of attack outcomes for each error category. Table 5a further elaborates the specific common weaknesses for each error category.

Bad Actor Behavior

Steven Chabinsky, FBI deputy assistant director in the bureau’s cyber division, understands the behavior of cyber criminals and reports that they have become highly accomplished specialists in their trade. These specialists are coordinated and can act fast performing a complex cyber criminal act from conception to completion in 24 hours. These specialties include:

1. Coders or programmers who write malware and exploits

2. Distributors or vendors who trade and sell stolen data

3. Techies who maintain the needed information technology infrastructures

4. Hackers

5. Fraudsters who create social engineering schemes

6. Hosters

7. Money movers

8. Launderers of digital proceeds

9. People, often without technical skills, who handle personnel issues

10. Leaders
### Table 5a: 2010 Common Weakness/Attack Outcome

<table>
<thead>
<tr>
<th>Common Weakness/Attack Outcome</th>
<th>Unauthorized Access</th>
<th>Loss of Data</th>
<th>Tampering with Data</th>
<th>Erosion of Performance</th>
<th>Denial of Service</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porous Defenses</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>CWE-285: Improper Access Control (Authorization)</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CWE-807 Reliance on Untrusted Inputs in a Security Decision</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CWE-311 Missing Encryption of Sensitive Data</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CWE-798 Use of Hard-coded Credentials</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CWE-306 Missing Authentication for Critical Function</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CWE-732 Incorrect Permission Assignment for Critical Resource</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
<td>yes</td>
</tr>
<tr>
<td>CWE-327 Use of a Broken or Risky Cryptographic Algorithm</td>
<td>yes</td>
<td>yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total yes</td>
<td>12</td>
<td>20</td>
<td>18</td>
<td>11</td>
<td>5</td>
</tr>
</tbody>
</table>
Detecting, apprehending, and successfully prosecuting these cyber criminals requires understanding the footprint of indicators associated with each and how to forensically connect their actions to a coordinated activity. Consequently the necessary capability within a police department to combat cyber crime is highly sophisticated and specialized and constantly evolving.

Conclusion

It is essential that the nation have a cyber strategy with a policy authorizing, in advance, time-critical actions based on well-balanced tradeoffs that have carefully weighed cause, effect, and consequences.

It is essential that each industry sector and enterprise appraise the cyber security goals to which it is committed, standard of excellence attributes which it can rely on, and the attack outcomes and bad actors to which it is particularly vulnerable in preparation for ranking consequences to determine what can be traded off if push comes to shove.

It is essential that each industry sector and enterprise possess coordinated and deployable cyber tactics for anticipation, detection, attribution, and counter measures.
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However, the other day I noticed an anomaly in the checkout system. If I use the card, I get a 10% discount. If I add money to the card, and then, on the same transaction buy coffee, it does not apply the discount.

I mentioned this to the folks behind the counter and they readily agreed that this seems to be a “known” problem. On days where an experienced counter person was working, they knew to do it as a two-step process—add money, then charge me for the coffee. However, new folks do not understand the system yet and do it all as a single transaction. The result, no discount.

In fact, the barista working last night pointed out to me that their new system had lots of “known errors.” In fact, in the training class for the new system, a full afternoon was reserved for “workarounds.” The barista also pointed out that the old system, which used a non-graphical interface, worked almost perfectly. And, like generations of computer users before, upon getting the new system, they realized that the old system was much better.

Fred Brooks, in his classic (and “must read”) book, The Mythical Man Month, coined the term “Second-System Effect.” The second-system effect refers to the tendency of small, elegant, and successful systems to have elephantine, feature-laden monstrosities as their successors. Brooks initially used it to describe the jump from the elegantly simple operating system on the IBM 700/7000 series to the extremely complex and incredibly difficult-to-master IBM OS/360. The second-system effect occurs because designers and developers try to put in the second system all the things they did not get to do first time, loading the second system up with all the features they put off while making version one. In reality, most of these “new features” should be put off in version two (and three, four, etc.) as well. I propose a generalization of this law (and let us modestly call it “Cook’s Law”)—the first version of any software system can be bad. However, only subsequent versions can be truly horrible. Perhaps even this could be generalized to, “The greater the version number, the greater the chance the software is bloated and has unneeded and unusable features.”

In a recent workshop at the Systems and Software Technology Conference, I got to speak on the skills necessary for a systems engineer. I used the term “The Zen of Systems Engineering.” This term refers to the extreme difficulty of building a simple, elegant system. Perhaps a corollary to Brooks’ Law should be that second systems tend to be bloated and feature-laden monstrosities, even when the designers are fully aware of the second-system effect. (Which, in turn, is just a restatement of Hofstadter’s Law: It always takes longer than you expect, even when you take into account Hofstadter’s Law.)

So, what can we do to make things better? Well, for one thing, we have to aggressively work with the end users to understand what features are needed and what features are merely desired. Any time a requirement includes the words, “It would be nice if…” quit writing. Wait for the words “We have to …” Second systems will always be more complex (I have never seen a second system whose purpose was to remove features). But they should not be bloated and elephantine. Leonardo da Vinci said, “Simplicity is the ultimate sophistication.” Try to put in only what the users actually need. Keep delaying the “bells and whistles” as long as you can. Make the bloated and elephantine systems somebody else’s problem.

From the 1940s up until his death in the 1970s, the cartoonist Walt Kelly wrote a wonderful cartoon strip entitled Pogo. While funny in its own right, it frequently engaged in social and political satire, and therefore unless you understand the issues of the time, much of the humor is lost. In 1953, in a series of political satires attacking McCarthyism, he came up with the quote, “We have met the enemy, and he is us.” This quote was also used in a poster Walt Kelly created for the very first Earth Day in 1970.

“We have met the enemy and he is us.”

Wow. Kind of makes “Cook’s Law” pale by comparison, huh?

P.S. I was serious. If you develop software for a living, and you have not read The Mythical Man Month, go find a copy and read it now. The Mythical Man-Month: Essays on Software Engineering is widely regarded as a classic on the human elements of software engineering.

David A. Cook, Ph.D.
Stephen F. Austin State University
cookda@sfasu.edu
Software Assurance

Software is essential to enabling the nation's critical infrastructure. To ensure the integrity of that infrastructure, the software that controls and operates it must be secure and resilient.

Software Assurance Community Resources and Information Clearinghouse provides corroboratively developed resources. Learn more about relevant programs and how you can become involved.

Security must be “built-in” and supported throughout the lifecycle. Visit https://buildsecurityin.us-cert.gov to learn about the practices for developing and delivering software to provide the requisite assurance. Sign up to become a free subscriber and receive notices of updates.

The Department of Homeland Security provides the public-private collaboration framework for shifting the paradigm to software assurance.

https://buildsecurityin.us-cert.gov/swa