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1 Introduction

With the growing influence of netcentricity, there is a desire in the space community to apply it to all system elements. Netcentricity entails information and services that can be discovered through a standardized messaging protocol and used by any person or system with the right authentication and authorization. Such netcentric operations are commonly supported through some type of SOA using the appropriate vocabularies, metadata schemas, and ontologies. When properly implemented, this approach can provide much better system extensibility and interoperability, and help avoid stove-piped systems and vendor lock-in.

However, not all system elements, such as on-orbit sensors, are amenable to direct exposure in a netcentric system. Since there is a fundamental trade-off between performance and flexibility, any system that must operate in a specialized, resource-constrained environment may not be able to fully support the requirements for netcentric communication and interaction. Furthermore, sets of on-orbit sensors may be part of a larger system that must be managed as a whole. For instance, any single on-orbit sensor may be on a vehicle with other sensors that interact and share local resources. Any single sensor could also reside on a module that is part of a fractionated cluster in which various modules are sharing resources [1]. Each vehicle could be in a constellation of vehicles that must be managed as a whole at some level.

Hence, in this paper, we will investigate the use of netcentric proxies to make on-orbit sensors available in a general service-oriented architecture, while transparently managing the constrained bandwidth, latency, orbital connectivity, and functional characteristics in an intelligent manner. That is to say, the netcentric proxy can actually expose the control and data of individual sensors to external users, but it can also expose an abstraction or higher-level interface to the sensor that is more appropriate and simpler for external users. We also note that netcentric proxies can also be used to virtualize on-orbit sensors, since users would not have to communicate with a specific hardware device at a fixed address, but could communicate through any instance of the appropriate proxy.

2 Proxies for On-Orbit Sensors

As noted already, not all system elements are suitable to a netcentric SOA environment. On-orbit sensors operate in a highly constrained environment. On-board power is limited, communication is through highly specialized radio frequency (RF) and optical links, connectivity can be intermittent, and unique operation and usage policies are strictly enforced. On-orbit sensors, and their data, may also be classified at a higher level than other system components. The appropriate protections should be in place as data moves from the space segment, through the space-to-ground link, and into the ground segment.

For all of these reasons, directly incorporating on-orbit sensors in a netcentric SOA would be very problematic. SOAs typically require a common transport layer for communication (such as TCP/IP), services that “come and go” could cause disruption for clients, and an on-board sensor is probably not the place to enforce policy across competing requests from a potentially large number of clients. To deal with any of these issues on-board would require more on-board computing and power demand just to do “housekeeping”.

It would be possible, however, to indirectly incorporate on-orbit sensors into a netcentric SOA by making them “available” through one or more gateway proxies. Figure 1 illustrates how such gateway proxies could be used to do this. Here a gateway proxy provides one or more services using a terrestrial SOA. This proxy is also connected to a satellite communication system that has the physical uplinks to vehicles and their sensors. These uplinks provide connectivity to multiple vehicles, each of which may have multiple sensors.

![Figure 1. A Notional Satellite Gateway Proxy Architecture](image-url)
With this notional architecture, many issues and capabilities can be addressed, which we discuss in the following subsections.

2.1 Protocol Conversions
Proxies are a natural place to do protocol conversions between terrestrial networks and on-orbit vehicles since they are, by definition, in between the two. (This is called mediation in the parlance of netcentricity.) While work has been done in running common network protocols, such as TCP/IP, over delay tolerant networks, i.e., on an interplanetary scale, this will not be common. Existing systems will use unique, specialized communication and interaction protocols that are very different from those used in SOAs.

2.2 Addressability of Individual Sensors
In networks and SOAs, being able to address and send a message to specific recipients is a fundamental capability. Names and addresses of vehicles and sensors could be published to the registry that external systems are allowed to discover and use. Behind the gateway, however, these names and addresses could be mapped to whatever scheme makes the most sense internally.

2.3 Higher Level System Services
We also note that the externally visible names and addresses could, in fact, represent not just individual sensors, but also aggregate functionality provided by the sensors, vehicles, clusters, or an entire constellation. The use of gateway proxies would allow a range of services to be exposed on the terrestrial SOA—from individual sensors to higher level, aggregate services that define the apparent “behavior” or “personality” of the entire satellite system. As an example, a user may want infrared (IR) surveillance data with specific performance parameters. They could submit a request to an IR surveillance service that determines how best to satisfy this request with the available resources. The user could get an initial report describing how the request will be met, and if adequate, the user could resubmit the request for the actual data.

2.4 Managing Orbital Connectivity
Depending on the presence of cross-links in a particular satellite constellation, vehicles and their sensors may only have periodic connectivity to the ground. A gateway proxy could provide a continuous presence for the sensors, even if they are not over a ground station, thus providing a more robust client interface and experience.

2.5 Managing Reliability
Beyond just orbital connectivity, proxies could manage all aspects of the externally perceived reliability for sensors and vehicles. If the gateway can communicate with more than one ground station, it can reroute traffic if one ground station fails, or if the network link fails. In the event of a failure somewhere in the system the proxies could, at a minimum, provide information to clients about the failure. It can also attempt to transparently shield the client from failure by looking at alternate ways to satisfy service requests.

2.6 Power Demand
Some client service requests will require the expenditure of power onboard one or more satellites. The aggregate of client requests may, in fact, exceed the available on-board power. Hence, the gateway proxy would be where the best location to enforce energy policies could be enforced. By examining the client request stream, the proxy could rearrange or delay requests, when possible, to avoid excessive power demands.

2.7 Security and Information Assurance
Gateway proxies are also the natural “gatekeepers” for the on-orbit assets. They can fully participate in the SOA’s security mechanisms and support information assurance. Clients must authenticate to the gateway to establish their identity and be authorized to request services and data from the satellites. Access is based on the client’s role within mission operations and pre-defined usage policies. Proxies can also provide encryption, checksums, and other methods for monitoring data integrity.

2.8 Operational Policy Enforcement
Beyond issues of power management, security and information assurance, gateway proxies are also the place where all operational policies concerning on-orbit assets could be enforced. For example, proxies could enforce an operational policy of “do not slew the bore-sight of the sensor across the disk of the sun,” or “do not exceed a given power/duty cycle,” etc. Clearly proxies could be the policy enforcement point as part of an overall resource management and scheduling system.

Homeland Security

The Department of Homeland Security, Office of Cybersecurity and Communications, is seeking dynamic individuals to fill several positions in the areas of software assurance, information technology, network engineering, telecommunications, electrical engineering, program management and analysis, budget and finance, research and development, and public affairs. These positions are located in the Washington, DC metropolitan area.

To learn more about the DHS Office of Cybersecurity and Communications and to find out how to apply for a vacant position, please go to USAJOBS at www.usajobs.gov or visit us at www.DHS.GOV; follow the link Find Career Opportunities, and then select Cybersecurity under Featured Mission Areas.
2.9 Cluster and Constellation Configuration

Multiple sensors, modules, and vehicles may not be independent of each other and may have to be managed as a unified system. All sensors on a particular vehicle are related, since they must share common resources, e.g., power, communication bandwidth, etc. They may also be related through configurable functional attributes that are sensor-specific, e.g., band, filtering, etc. Hence, while clients may want to interact with individual sensors or with higher-level aggregate services, the proxy may have to manage the sensors as a group. (Essentially, this is enforcing configuration policy.)

Likewise, sets of vehicles may have to be managed as a whole. Vehicles could be in a leader-follower configuration, a group or cluster of satellites, or in a multiple plane constellation. A specific example of satellite clusters is the DARPA System F6 program [2]. The idea behind F6 is to develop satellite architectures consisting of "future, flexible, fast, fractionated, free-flying spacecraft united by information exchange." This is illustrated in Figure 2, where a set of vehicles is in cluster flight configuration and communicating through their own RF cross-links. Each vehicle is a fractionated module with a specific set of functions provided for the cluster, i.e., the entire satellite system. When under attack, such modules can disperse and reform the cluster at a later time when it is safe to do so. If any one module fails, its functions could be taken over by another until a replacement module is available. Proxies would be very useful for interfacing such fractionated satellite architectures with a terrestrial service architecture.

2.10 Peer-To-Peer (P2P) Network of Gateway Proxies

In the discussion so far, we have presented the gateway proxy as if it were a single point of entry. The gateway could, in fact, have more than one “point of entry.” There could be a P2P network of gateway proxies, as illustrated in Figure 3. Clients could contact the closest peer when requesting data or services from the on-orbit assets. (See “Terrestrial Data Archives.”) The gateway peers could also provide redundancy and continuity of operations, i.e., reliability. The peers could be physically separated from one another such that if one peer crashes or is off-line for any reason, then access to the on-orbit assets is still possible by re-routing through another peer. One could also deploy a peer downrange on the battlefield to serve as the battlespace local point of contact.

2.11 Terrestrial Data Archives

Satellite sensors can produce tremendous amounts of data that must be served to clients and archived for future use. Such archives may be behind the gateway proxies or anywhere on the terrestrial SOA. If the archive is on the terrestrial SOA, the gateway could at least act as the agent that provides data to the archive.

If the archive is behind the gateway, however, then the gateway can serve as the gateway to the data archive as well. That is to say, the gateway could enforce data policy by managing access to the data, replicating data to different sites for faster access and reliability, and even providing data virtualization services. When a client requests satellite data from the gateway, it first looks to see if the requested data is available in the archive. If the requested data products are not available, then the gateway could actually schedule the on-orbit sensor to collect the raw data necessary to satisfy the client request.

2.12 Managing a Larger Sensor Network

Finally, we note that the on-orbit sensors could actually be part of a larger sensor network supplying data and information to a wide set of consumers. Consumers may want to interact with all of their data providers through a uniform model and interface to improve ease of use. On-orbit sensors may be only one of many data providers. Such an interface could define uniform ways for requesting data, specifying when the sensor produces data, and how the data is reported. One possible standard relevant to such sensor networks is the Sensor Web Enablement standard from the Open Geospatial Consortium [3].

3 Summary, Discussion, and Future Work

We have presented the concept of using proxies to manage the exposure of on-orbit vehicles and sensors in netcentric sys-
tems. Building on established concepts in computer networks and distributed systems, we argue that proxies on SOA—as an intermediary between clients and on-orbit assets—provide a mechanism to implement a wide range of important and useful capabilities. These capabilities include information assurance, policy enforcement, reliability, mediation, power, performance, and operational management. This can also be extended to managing how the “personality” or “look and feel” of vehicles and sensors are presented to external clients.

The concept of netcentric proxies for on-orbit vehicles and sensors has significant value, but clearly more thorough studies should be done to evaluate the possible difficulties of implementation and the actual benefits. For any specific systems, the general issue of increased latency introduced by a proxy would have to be evaluated. Also, any implementation in a real-world satellite system would carry with it any number of conflicting goals and design compromises. These conflicting goals and design compromises may have nothing to do with SOAs or proxies, but may impact their overall effectiveness.

To avoid pitfalls, it is clear that prototyping programs should be undertaken that start small and incrementally build capabilities for evaluation. The capabilities identified could be partitioned into phases that build on one another. Such prototypes could possibly leverage the Netcentric Core Enterprise Services [4] that are already being developed by the Defense Information Standards Agency (DISA). In addition to the engagement with DISA, the notion of netcentric proxies could also be promoted in defense contractor and community organizations, such as the Network-Centric Operations Industry Consortium [5], the Ground System Architectures Workshop [6], and the Federal SOA Community of Practice [7]. This would facilitate “closing the loop” among user/government requirements, standards organizations, and the vendor community.
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Give the Stakeholders What They Want: Design Peer Reviews the ATAM Style

Felix Bachmann, Software Engineering Institute

Abstract. The Architecture Tradeoff Analysis Method® (ATAM®) is used to evaluate the architecture of a software intensive system to determine if it meets the organization’s business and mission goals [1]. ATAM is typically applied at the end of the architecture design process. Looking at the results of many past ATAM evaluations, it becomes apparent that some mechanism is needed to better guide the architecture design process. Many ATAM evaluations show major issues with the system that could have been avoided with the right design approach.

In a recent project, SEI guided architects of an organization through the design of a major system for the financial market. We used a Quality Attribute Workshop (QAW) to generate the first set of important quality attribute scenarios that interested stakeholders. The design was created utilizing the SEI’s Attribute Driven Design method (ADD) [2] in which the generated scenarios were transformed into an architecture design. On a bi-weekly basis, ATAM style peer reviews were conducted with the architects to ensure that the design actually addressed the requirements. This combination of methods achieved some interesting results for this project:

* First, an architecture evaluation using ATAM conducted at the end of the architecture design process was completed in half the time than comparable ATAMs done on large software systems and did not uncover any unexpected risks. In short, the evaluation showed that the system indeed provides what the stakeholders want.

* Secondly, the ADD method combined with the ATAM style peer review made the architecture design tasks transparent for both project management and the stakeholders. Instead of trying to explain architecture diagrams, scenarios (from the QAW) with their associated risks (from the ATAM style peer review) were reviewed on a biweekly basis. Seeing the risks being mitigated over time convinced the stakeholders that the project was on the right track.

* Finally, the architecture team never had to be pushed to document their architecture. Just the fact that the architects had to prepare for the biweekly peer reviews was sufficient incentive to write down how the current design would fulfill the stakeholder scenarios. Basically, the architecture documentation was created continuously during the design with no additional effort.

Quality Attribute Scenarios

Properly designing software architecture means that, aside from the necessary functionality, the system will meet the required quality attribute requirements such as modifiability, interoperability, and security, to name just a few [3]. In fact, it is the system’s architecture that determines if the system meets the quality attribute requirements. That is why SEI created architecture methods like QAW [4] and ADD [5], as well as the ATAM [2], that are centered on utilizing quality attribute scenarios as a more precise way of specifying the quality attribute requirements a system has to fulfill.

During a QAW, the stakeholders articulate and prioritize quality attribute scenarios based on their business and mission goals. It is the architect's job to then take those scenarios and transform them into a design that will support these goals. This is exactly what SEI's ADD method is used for. Performing an ATAM at the end of the design process involves reviewing the quality attribute scenarios again, verifying with the stakeholders that the scenarios are still valid, and then verifying that the architecture supports these scenarios.

This sounds like a valid process, but a surprising number of ATAMs reveal that the architecture does not fulfill the requirements. Independent of the reasons why, in many cases there is no time in the schedule to actually go back and redesign the architecture. The only remaining alternatives are to either end the project or to move forward with a system designed with inherent risk hoping that nothing bad will happen.

ATAM Style Design Peer Reviews

During the design process there have to be some checkpoints that allow verification that the design will fulfill the stakeholder’s expectation. Conducting peer reviews is a common method for doing so. As the ATAM results show, in many cases those peer reviews do not ensure that the appropriate system is developed. To overcome this weakness we introduced a peer review process that utilizes the same techniques ATAM evaluation uses. This makes the design process similar to Kent Beck’s Test Driven Development (TDD) [6]. In a test-driven development, tests are created first, then the part of the system that is executed by the test is developed and then the tests are run. If a test fails, the developed code is corrected and the test is run again. These steps are repeated until all tests pass.

In an architecture design, the tests are actually the quality attribute scenarios. The architecture design must fulfill those scenarios to be accepted by the stakeholders as a good design. As was stated above, the scenarios are already defined during a QAW before the architecture is designed. The architects ensure that the current design is checked in a periodic fashion to see if the scenarios are continuing to be fulfilled. Running tests on the current design means performing a peer review using the techniques of the ATAM.

The timing and the scope of the peer review strongly depend on system complexity and the quality attribute scenarios. In our case, we decided to conduct an ATAM style design peer review every two weeks. We allocated three hours for the review and
we were able to review two scenarios during those three hours. At the beginning of a two-week cycle, the architects decided on the two scenarios to focus on for that cycle. The architects then had two weeks to design the system that would support those two scenarios. During that time period, the architects had to produce a documented design including evidence that the design was appropriate and that past scenarios, already checked in earlier reviews, were not now being violated by the updated design. At the end of the cycle, a peer review was conducted with ATAM-trained SEI architects.

**Steps of the ATAM Style Peer Review**

An ATAM-style peer review is done by building a review team that consists of the system’s architecture team and two other architects to act as reviewers. In our case we used architects from SEI, but any architect, not involved in the project and knowledgeable in the ATAM method would be able to do the review.

It is the responsibility of the architecture team to provide all necessary documentation to reviewers at the beginning of the review, explaining why the chosen scenarios are well supported. Typically the architecture team leader is the main speaker, but the other architects also provide information whenever necessary. At least one architect needs to have a good understanding of what the stakeholders actually meant when they created the scenarios. This knowledge helps to identify when a scenario was written ambiguously.

The reviewers’ main responsibility is to ask questions that help the architecture team uncover issues in their design. One of the reviewers acts as a facilitator, responsible for guiding the whole review team through the review process. The other reviewer acts as a scribe, writing down the approaches, risks and the to-do items.

Let us have a more detailed look into the ATAM style design peer review process.

**Step 1: Select the scenario to analyze.**

A design peer review needs to have a clear focus. Instead of analyzing the whole architecture—which could be a very tedious task—the review only needs to uncover the risks associated with one scenario. The peer review starts by selecting the scenario to review. This is usually one of the scenarios selected at the beginning of the two-week design cycle, but could also be any other scenario. It often happens that, during the design process, a scenario will get refined into multiple, more detailed scenarios addressing different aspects of the requirements. For example, the starting scenario could have been one stating that the system has to be available 24 hours, seven days per week. During the design process, the architects may have discovered that hardware failures and software failures need to be treated differently. Therefore, the availability scenario might have been broken into two scenarios, each addressing different aspects of availability.

As a rule of thumb, we saw that every scenario created by stakeholders during a QAW was typically divided into three to five more specific scenarios.

**Step 2: Elicit the architecture approaches.**

An architecture approach is a pattern or tactic [2] used in the architecture to support the chosen quality attribute scenario. On one hand, eliciting the approaches allows reviewers to very quickly see if there is sufficient support for that scenario. On the other hand, it also allows the reviewers to ask questions about the possibly negative consequences the approach has on other scenarios. The scribe writes down the approaches including the rationale on why they were chosen.

**Step 3: Analyze architecture approaches.**

The analysis of the architecture approaches is done as a question and answer session where the reviewers ask questions about the solution and the architects answer the questions by pointing to the parts of the architecture documentation that provide the answers. Here are clues about how to treat the answers:

* If the answer satisfies the reviewers, it is written down as a risk.
* If the provided answer is problematic because it might violate some other scenarios, it is written down as a risk.
* If the answer is that this is still an open issue, it is written down as a to-do item.
* If the answer satisfies the reviewers, it is written down as evidence with a pointer to the supporting documentation if it was not already done. The scribe also notes every piece of documentation, such as structural diagrams (module views, component and connector views, deployments, views, etc.) or behavioral diagrams (sequence charts, state diagrams, etc.) that was used during the review of the scenario.

**Step 4: Review results.**

Step 3 usually results in a list of five to 10 risks per scenario. This may sound like a big number, but this level is normal when the scenario is reviewed for the first time. It also means that some sort of redesign has to follow. In Step 4 the architecture team and the reviewers analyze the captured list of risks as well as to-do items and decide on appropriate actions. The best case would be that the scenario is solved and no further action is required. More commonly, the appropriate actions are to adjust the architecture, to build a prototype to provide better insights, or have a discussion with the stakeholders because the scenario might be impossible to achieve.

After Step 4, the architecture team should have a clear view about what to do next with the reviewed scenarios.

A design peer review needs to have a clear focus. Instead of analyzing the whole architecture—which could be a very tedious task—the review only needs to uncover the risks associated with one scenario.
Performing ATAM style design peer reviews every second week was never seen as a burden by the architects. They were actually looking forward to the next review because the reviews provided them with valuable input and they could see progress when the list of risks and the to-do list became smaller and smaller over time.

Conclusion
In our experience, performing ATAM style design peer reviews every second week was never seen as a burden by the architects. They were actually looking forward to the next review because the reviews provided them with valuable input and they could see progress when the list of risks and the to-do list became smaller and smaller over time. The architects also saw the value of early feedback. Even if they went down a wrong path, the most time they would lose was two weeks.

These benefits are apparent, but there were other positive side effects. The peer reviews trained the architects to think in terms of uncovering risks and mitigating them. This enabled the architects to have more productive discussions with stakeholders, such as the project manager or the program office about their requirements using scenarios with their attached risks. When product development goes into the architecture design phase, outsiders often perceive that nothing is happening even if the architects show diagrams and pictures. For an outsider those pictures do not mean anything, but talking about scenarios and risks makes the whole architecture design process transparent. Even if you do not understand what those architecture diagrams mean, you can clearly track risks and see progress as those risks are slowly being mitigated.

We also did an ATAM at the end of the architecture design, just to make sure that nothing was missed. The ATAM was done by a completely independent SEI team that was not involved in the design. Since the architecture team was able to provide to the ATAM team all the artifacts that are usually created during Phase 1 of the ATAM, the ATAM team could focus on Phase 2 only. This expedited verification with the stakeholders that indeed the architecture fulfilled their needs. The result was that the ATAM did not find any unknown or unaddressed risk. Basically, the ATAM acknowledged that the stakeholders would get the system they want.

It is also noteworthy that in the project plans there was never a “documentation” task. The fact that the architects had to deliver proof every two weeks automatically led them to document their design immediately. They knew that if an important concept was not written down it would end up as a risk.
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Software Architecture
Theory and Practice

Michael Tarullo, L-3 Communications

Abstract. There is often a gap between widely accepted software engineering theory and practice. This is also true for the concept of software architecture. While the concept of software architecture has been in existence for quite some time, there is still a great deal of confusion over just what software architecture actually is. Moreover, lack of a clear understanding of the concept of software architecture makes it extremely difficult to work with pragmatically. This article attempts to show how sound software architectures can be produced quite practically and documented consistently. A definition of software architecture is adopted and a model for creating software architectures by using the de-facto standard software engineering modeling tool, UML (v2.0), is introduced.

Introduction

In many fields, there is often a gap between theory and practice. Software engineering is no different. Misconceptions about software architecture, particularly by practitioners, make it difficult to communicate software architectures effectively. SEI’s website [1] demonstrates the astounding diversity that exists with respect to the definition of software architecture. This website lists two modern definitions, eight classical definitions, 18 bibliographical definitions and numerous community definitions. The first three categories indicate a general agreement on the definition of the term by theoreticians and academicians. It is the wide variety of definitions held by those in the last category that is troubling, specifically because they appear to represent practitioners. And such confusion can make it difficult, if not impossible, to use the concept in a practical fashion.

This article attempts to show how sound software architectures can be produced quite practically, in a repeatable and understandable fashion, by adopting a widely held definition for the concept of software architecture, adopting a model for creating software architectures, and by using the de-facto standard software engineering modeling tool, UML (v2.0), to convey a software architecture.

Theory

Kruchten, et. al. [2] provide an excellent presentation on the history of software architecture. Their paper traces the development of software architecture theory from the time the paper was published back to its origins and before. Mary Shaw and David Garlan [3] published one of the earliest books on the subject. It is fitting that they begin their book with the question, “What is Software Architecture?”

Both the theory and practice of software architecture must be rooted in a clearly expressed and universally accepted definition of the term. What is needed is a definition that succinctly and cogently expresses the concept of software architecture. Moreover, such a definition must express the concept in such a way that it can be used practically. We turn to the myriad of definitions compiled by SEI to extract the essence of the meaning of software architecture. Many if not most of the definitions published on the SEI website have three things in common; 1) organization of a system, 2) components, and 3) relationships. While there are many other concepts conveyed, it is these three terms, or synonyms thereof, that persist throughout the definitions provided and are at the core of the theory. As a result, the definition provided by Bass, et. al. [4], that is, “The software architecture of a program or computing system is the structure or structures of the system, which comprise software elements, the externally visible properties of those elements, and the relationships among them,” is adopted herein since it contains each of the three common concepts cited above and complements the techniques that can be used for creating the software architectures described below. It is assumed that “structure” and “elements” in Bass’s definition are synonyms for organization and components respectively, as used on SEI’s website.

Also needed to build sound, practical software architectures, is a theoretical model that places software architecture within the larger context of software design. Such a model is provided by Mowbray and Malveau [5]. Their Scalability Model (SM) represents the software design continuum as a series of design levels, each representing the software under consideration at a different level of abstraction. Mowbray and Malveau describe each of these levels thus:

- The global level is concerned with the design issues that are applicable across all systems (enterprises).
- The enterprise level is focused upon coordination and communication (of systems) within a single organization.
- The system level deals with the coordination and communication across applications (and libraries) and sets of applications (and libraries).
- The application level is focused upon the organization of applications developed to meet a set of user requirements.
- The macro component level is focused on the organization and development of application frameworks.
- The micro component level is centered on the software components that solve recurring software problems.
- The classes level is concerned with the development of reusable objects and classes.

While their model was created to provide the foundation of their work in Common Object Request Broker Architecture design patterns, it is most relevant to object-oriented software development but is certainly abstract enough to be applied to...
other methods of software development as well. In this discussion we will use a modified version of the SM (see Figure 1) and architectural issues will focus on the global, enterprise and system levels.

Having established a sound definition of software architecture and a model for constructing such architectures, the practical application of these concepts can now be discussed.

**Practice**

This section will illustrate a process that can be used to build and graphically document software architectures. A discussion of the capturing of major architectural decisions is beyond the scope of this paper. For a discussion of this topic consult the work of Tyree and Akerman [6]. Also, the textual description of a software architecture that would be included in a formal software architecture document is only briefly mentioned.

This section does discuss the practical application of the modified SM shown in Figure 1. A practical application of the original model is provided by Tepfenhart [7]. This paper describes a rather strict application of UML (v2.0) to several of the concepts presented by Tepfenhart [7]. The basis for the usage of UML described here can be found in several sources [8, 9, 10].

Mowbray and Malveau [5] state that, “One of the key benefits of architecture is the separation of concerns … the SM separates concerns based upon scale of software solutions. The model clarifies the key levels inherent in software systems and the problems and solutions available at each level.”

This approach fosters decomposition, a major practice used to control complexity in large (or any size for that matter) software systems. The following summarizes how the SM provides a guideline for the architectural decomposition process. This is followed by an abstract example of how UML would be used to document the global, enterprise and system levels.

In the modified SM shown in Figure 1, we treat each level as a container that holds components that are elements of the next level above. That is, the global level is a container for enterprise components, the enterprise level is a container for system components, and so on for each level of the model. It is important to note here that the term component is used throughout in both a traditional [11] (e.g. software component) and non-traditional sense. We will examine this again when describing the process used to document architectures later in this paper.

To decompose a large software system for the purpose of creating an architectural model, we start with the global level. The global level architecture is composed of enterprise components. Enterprises are the identifiable business units or organizations whose software will interact to achieve some computational goal. The business unit or organization sponsoring the software development is identified as well as business partners, customers, or suppliers—in short any business entity that may interact with the sponsoring organization.

The enterprise level consists of the organization sponsoring the software development and is composed of all the systems that will be employed to achieve the project goals and requirements. Systems identified at this level are not confined to just systems that will be developed as part of the software development effort. In-house legacy systems and COTS products, either existing or that need to be purchased as part of the present effort, are also identified. In this way no effects from unanticipated interfaces should occur during detailed design. For each system that will be developed, the architecture clearly demonstrates collaboration with other systems, either under development, already existing, or with plans to be purchased.

The next step in the process is the decomposition of the systems to be developed that were identified at the enterprise level. The components at this architectural level are either subsystems, applications or libraries. In UML v2.0 libraries are represented as artifacts. Here, we choose to represent libraries as components. Almost invariably, libraries are the manifestation of components and stereotyping components for the various levels of the SM is a natural and more than acceptable method of presentation. Applications are defined as standalone executable software components while libraries though standalone, rely on applications for their run-time execution. Libraries may be either internal or external to applications.

To graphically document a software architecture defined in this way, we use the UML component diagram. The component diagram is perfect for representing the architectural elements at each level of the SM. Furthermore, it is also a perfect companion to the component-oriented definition adopted here. Since the components at several levels of the SM are not software components as defined by the UML, we use stereotypes to indicate the components at each level. Only the components at the system level and above are software components in the sense of the UML definition. We use interfaces, direct connec-
tions, and delegation connectors to indicate the relationships between components at all levels. Direct connections are used to represent interfaces between components that may not be call level interfaces, such as shared files or non-digital medium. This is necessary because, as we have seen, not all components in the model represent software.

Figure 2 illustrates a UML component diagram at the global level for a software system under consideration. It conveys to the viewer that the global architecture consists of four enterprises. Assume that Enterprise X is the enterprise for which the software under consideration is being designed. Furthermore, assume that Enterprise W, Y and Z are not part of the same organizational unit (corporation, government agency, etc.) as Enterprise X. This component diagram clearly indicates that Enterprise X needs some functionality or data provided by Enterprise Z, and is provided by Enterprise Z through Interface Z. It also clearly indicates that Enterprise X will provide some functionality through Interface X that will be used by Enterprise Y. This component diagram also shows that Enterprise X has a relationship to Enterprise W through the direct connection XW. This component diagram shows no relationships among Enterprise W, Y and Z. This does not mean that such relationships do not exist; it only means that such relationships, if indeed they do exist, are not important to the architectural description of Enterprise X, and therefore do not need to be included.

We would now move on to a decomposition of Enterprise X into its constituent system components. The result of such a process would be a component diagram for Enterprise X like the one shown in Figure 3. This diagram conveys to the viewer that Enterprise X consists of five systems, Systems A, B, C, D and E. System A provides Interface A that is used by System C. Also, System B provides Interface B1 and Interface B2 which are used by System A and System D respectively. System A has a relationship to System E through direct connection AE. The viewer can also determine that System C is the system within Enterprise X to which access to Interface X by Enterprise Y is delegated; and that Enterprise X delegates to System D use of the external Interface Z that is provided by Enterprise Z. Furthermore, Enterprise X delegates access to Enterprise W to System E via the delegation connection to port Connection XW. It can also be seen that System A and System C are both providers and users of various interfaces, while System B is only a provider of interfaces and System D is only a user of interfaces. But more than this, the viewer knows exactly which interfaces and connections are provided by which systems and likewise which interfaces and connections are used.

Next, each system component identified at the enterprise level would be decomposed into applications and/or libraries. We will assume that analysis has shown that Systems A, B and C will be part of a new development project. Furthermore, we will assume that System D will be a COTS product and System E is a legacy system that is being retained, unchanged. For this discussion we will only describe the decomposition of System A. We also know, from the component diagram for Enterprise X, the relationships System A has to all the other systems at the enterprise level and we will discuss these as well.
Figure 4 shows the decomposition of System A into its component applications and libraries. This component diagram shows that system A consists of four applications, Application A1, A2, A3 and A4 and one library, Library L1. Application A1 has a relationship to two other components that are a part of System A, that is Application A2 and Library L1. Application A1 provides Interface A that is used by Application A2. Recall that one of the system level interfaces provided by System A, and used by System C, is also Interface A. We say that System A delegates the implementation of Interface A to Application A1, as indicated in the diagram by the delegation connection that connects the external port for Interface A with the provided interface of Application A1. It should be noted that Interface A connected to the external port of System A and Interface A connected to Application A1 are in fact the same interface. Conceptually, one may think of the System A external port connection for Interface A as the access point to the interface provided by Application A1. In fact, neither System A nor Application A1 is actually capable of implementation of Interface A. Application A1 would actually delegate implementation of this interface to a specific class.

Application A1 also uses Interface L1, the provided interface of Library L1 through its required interface. Library L1 is an example of an external library component. Its implementation would be highly dependent on the programming language used to write the code for System A (e.g. in C++ on Windows it could be a Dynamic Link Library, .dll file). The concept of a library as a component more closely approximates the traditional use of the term software component used by Lau and Wang [7]. In their interpretation of the term we would build applications by assembling components, either preexisting or built specifically for the application. Libraries as components, in the context of the SM can consist of a single class or multiple classes. The internal implementation is not significant. From the user of the library’s point of view, only the interfaces provided are important.

Application A3, like Application A1, also has a required interface that uses Interface L1. We know from the enterprise level that System A also interfaces to System B through Interface B1. In Figure 4 we can see that System A delegates this responsibility to Application A3.

Application A4, while having no relationship with any of the other applications in System A, does have the responsibility of providing the interface with System E. We can see that System A has delegated this responsibility to Application A4 by the delegation connection to the external port Connection AE. This is an example of a direct connection. The nature of this relationship would be described in the architecture document interfaces section or in a separate interface design document.

One very important point to note is the relationship of System A to the container to System A the component of the Enterprise X container. In the Enterprise X component diagram System A has a relationship to three other systems; two are interface relationships, one provided and one required, and the other is a direct connection. System A, the container, maintains those relationships as indicated by the external ports, Interface A, Interface B1 and Connection AE.

The formal software architecture document for this software would contain these diagrams as well as detailed textual descriptions of each component, interface and connection at each level. For the interfaces these would describe the nature of the interface such as data exchange or direct program-to-program communication. It might also include a reference to any standards that might apply. As for the components, specifically the system components of the enterprise level for example, the text description would provide information about which systems will be developed and which might be COTS products. Clearly not all information can be conveyed in just the component diagrams alone. However, it has been demonstrated that a great deal of information can. More importantly, the information that is provided is exactly the kind of information that might be overlooked had the design started without any consideration of software architecture.

Concluding Remarks

While the methodology described here can go a long way to improving our software engineering design drawings and documents, further work is needed to refine the methodology. More consideration needs to be given to the application layer and the macro and micro components layers of the original model. A formal method for the validation and verification of models created with this methodology is also needed. These offer only a few areas for further research.

This paper has attempted to close, or at least reduce the width of, the gap between software architecture theory and practice. A methodology was described which demonstrates how to use UML component diagrams as a way to document and communicate software architectures clearly and in a reproducible fashion. This methodology leverages one of the two modern definitions of software architecture found on SEI’s website and a lesser-known model for producing software architectures.
If software engineering is ever to achieve the same status as other engineering disciplines, or even approach that status, practitioners must be able to produce universally understood and reproducible design documents. The history of previous work in the area of software architecture has provided a rather stable theoretical foundation. UML, the de-facto standard for creating software engineering design diagrams provides the tools. It is up to us, the practitioners, to use these tools in the way they were intended. It is hoped that this paper demonstrates how to do just that.
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Utilizing Design of Experiments to Reduce IT System Testing Cost

Kedar M. Phadke, Phadke Associates, Inc.
Madhav S. Phadke, Phadke Associates, Inc.

Abstract. Software and system testing cost the commercial and defense industry hundreds of millions of dollars annually. In addition, conducting each set of tests takes multiple man-months, delaying time to market of key technologies. In this current economic environment, organizations are looking for ways to reduce the cost of testing and time to market while ensuring that defects are not passed on to the customer. At the same time, organizations are very reluctant to change their standard testing processes due to the heavy cost of field failures, regulatory concerns, and risk-averse culture.

This paper describes a comparative study undertaken to assess the benefits of using Orthogonal Arrays (OA) for generating test plans in IT systems in the financial services industry. The formal process used for the comparative study consisted of enlisting the support of senior management and conducting multiple side-by-side pilots to compare the cost and risk of OA based testing versus the Business as Usual (BAU) testing practices. Our customers ran 20 side-by-side studies to evaluate the effectiveness of OA based testing and realized an average reduction in total test effort by 41%. In addition, all defects detected by the BAU process were detected by the OA based testing process. Further, in 40% of the cases, the OA based testing process found more defects. The cost and schedule savings translated to tens of millions of dollars in labor and schedule.

The paper also discusses the pros and cons of OA testing versus other testing approaches, namely, pairwise testing, N-Way testing, and classical Design of Experiments (DoE).

Utilizing OAs for system and software testing will significantly reduce cost, schedule and risk. For the aerospace and defense industries, OA testing will help address the current environment of tighter budgets and schedules while ensuring end users promised performance. This process is being adopted by several top tier defense and aerospace system developers for software and system testing and its applications have demonstrated significant reduction in both program cost and risk.

Overview of OA Testing Process

OAs are a mathematical tool that has been studied and utilized for centuries by mathematicians, scientists, and engineers for a variety of applications [1,2,3,4,5,6,11,12]. The most well known, Leonhard Euler, utilized OAs (also called Latin Squares) to cleverly arrange multiple ranks of military officers and for war games. One of the co-authors, Madhav Phadke, introduced the use of OAs for software testing while at AT&T Bell Laboratories in the 1980s, achieving great success for network and telecommunications system testing [7].

Consider a function to be tested with four parameters: A, B, C, and D. These parameters could be the arguments of the command line entered from the terminal, the state of an interface, input from a connecting device, or the initial states of internal parameters. Suppose each parameter has three possible levels as given in Table 1. This parameter-level table specifies the test domain consisting of 81 possible combinations of the test parameter levels. (In the Robust Design literature, “factor” is often used in place of “parameter.”)

<table>
<thead>
<tr>
<th>Test Parameter</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A₁</td>
<td>A₂</td>
<td>A₃</td>
</tr>
<tr>
<td>B</td>
<td>B₁</td>
<td>B₂</td>
<td>B₃</td>
</tr>
<tr>
<td>C</td>
<td>C₁</td>
<td>C₂</td>
<td>C₃</td>
</tr>
<tr>
<td>D</td>
<td>D₁</td>
<td>D₂</td>
<td>D₃</td>
</tr>
</tbody>
</table>

Table 1: Test Parameters and Levels

The job of a software tester is to attempt to break the system in every possible way so that all faults will be detected, which will therefore increase the likelihood of delivering fault-free software to the customer.

Table 2 shows the OA L₉. It has nine rows and four columns. The rows correspond to test cases; the columns correspond to the test parameters. Thus, the first test case comprises Level 1 for each parameter, i.e., it represents the combination A₁, B₁, C₁, D₁. The second test case corresponds to the combination A₁, B₂, C₂, D₂, etc.
An OA has the balancing property that, for each pair of columns, all parameter-level combinations occur an equal number of times. In OA L9, there are nine parameter-level combinations for each pair of columns, and each combination occurs once. Taguchi [8] and Madhav S. Phadke [9] provide a comprehensive discussion of OAs and their selection for specific applications. By conducting the nine tests indicated by L9, one can accomplish the following:

- **Detect and isolate all single-mode faults.** A single-mode fault is a consistent problem with any level of any single parameter. For example, if all cases of factor A at Level A1 cause error condition, it is a single-mode fault. In this example, tests 1, 2, and 3 will show errors. By analyzing the information about which tests show error, one can identify which factor level causes the fault. In this example, by noting that tests 1, 2, and 3 cause an error, one can isolate A1 as the source of the fault. Such an isolation of fault is important to fix the fault.

- **Detect all double-mode faults.** If there exists a consistent problem when specific levels of two parameters occur together, it is called a double-mode fault. Indeed, a double-mode fault is an indication of pairwise incompatibility or harmful interactions between two test parameters.

- **Multimode faults.** OAs of strength 2 can assure the detection of only the single- and double-mode faults. However, many multimode faults are also detected by these tests by virtue of the fact that OA-based tests are uniformly distributed in the test domain.

Real software testing problems tend to have dozens of parameters with two to 15 potential values per test parameter, thus manually determining appropriate OAs is a challenge for most software test professionals. Commercial tools for generating OAs for specific problems can be very helpful for this task. The cases studies in this paper were all conducted using a commercial software tool, rdExpert™ Test Suite, for OA generation [10].

**Enterprise Mortgage IT System Validation**

Several case studies have been conducted to validate the OA testing process for IT systems within the financial services industry. This section details one specific case study for a mortgage bank. The next section provides a summary of 20 similar industry. This section details one specific case study for a mortgage bank. The next section provides a summary of 20 similar cases. Section 3 provides a simplified view of the systems integration test planning scenarios. The highlighted values were considered most likely from a customer perspective.

<table>
<thead>
<tr>
<th>Application</th>
<th>Loan Type</th>
<th>Credit Verification</th>
<th>Payment</th>
<th>Payment Amount</th>
<th>Customer Data Access</th>
<th>Datacenter Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Online</td>
<td>Home Equity</td>
<td>Experian</td>
<td>Check through mail</td>
<td>Correct amount</td>
<td>Online reports</td>
<td>All online</td>
</tr>
<tr>
<td>Phone</td>
<td>Non-Traditional</td>
<td>Equifax</td>
<td>Bank transfer via phone</td>
<td>Underpayment</td>
<td>Mailed reports</td>
<td>1 Datacenter offline (Routine service)</td>
</tr>
<tr>
<td>Retail Center</td>
<td>Jumbo 1</td>
<td>Transunion</td>
<td>Debit card via phone</td>
<td>Overpayment</td>
<td>Online and mailed reports</td>
<td>2 Datacenters offline (Critical)</td>
</tr>
<tr>
<td>Mail</td>
<td>Jumbo 2</td>
<td>Internal*</td>
<td>Bank transfer via online portal</td>
<td>Permanently repay (Termination)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner Broker</td>
<td>Traditional</td>
<td>Debit card via online portal</td>
<td>Final payment (Termination)</td>
<td>Cash at retail center</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Check at retail center</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Third party transfer</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Simplified View of Systems Integration Test Planning Scenarios

- **Understand the most-likely customers.**
- **Understand the most-likely paths in processing customers’ mortgage applications.**
- **Create several test scenarios that ensure all top-level requirements are covered, with majority focused on most-likely circumstances.**
- **Include crisis scenarios.**
Once the team had determined the most likely customer scenarios and paths, they would generate test cases to validate those specific situations. They would then add variations to the scenarios to include less likely customer scenarios, crisis situations, and other test cases suggested by experts. The team utilizing the BAU test process generated 188 test scenarios to validate the enterprise system.

The OA team utilized a different approach for selecting test scenarios and the key steps were as follows:

- Understand the requirements domain (determine the parameter-level table).
- Peer review the test parameters and levels.
- Generate test conditions based on OA.
- Prioritize the test plan for most likely and most important customer scenarios.

Instead of working on the most likely scenarios up front, the OA team first compiled a thorough summary of the key parameters and levels. Table 4 in the appendix provides an abridged summary of the test parameters and levels. Please note that some details have been changed to preserve client confidentiality. Prioritization of the test was completed at the end, just before execution. The OA team generated 81 test scenarios to validate the enterprise system. Both teams generated test scripts, executed the test plans, and evaluated defects. Table 5 provides a summary of the results.

The side-by-side comparison clearly shows that the OA approach detected all the unique defects detected by the BAU process. Thus, both methods have the same effectiveness. The OA approach reduced the test planning effort from 480 hours to 145 hours, a 70% reduction. The test execution effort is the sum total of the effort needed for the environment set up, running the tests, and defect analysis. The BAU approach required 1,670 hours for test execution while the OA approach needed only 890 hours, which represents a 47% saving. At the average loaded hourly cost of $72, the cost for the BAU approach was $154,800 whereas the cost of the OA approach was only $74,520, representing a 52% cost reduction.

### Table 4: Abridged List of Test Parameters and Values for Enterprise System Validation

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
<th>Level 6</th>
<th>Level 7</th>
<th>Level 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application</td>
<td>Online</td>
<td>Partner Broker</td>
<td>Phone</td>
<td>Mail</td>
<td>Retail Center</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Applicant History</td>
<td>New Customer</td>
<td>Previously Approved but No Loan Issued</td>
<td>Previously Denied</td>
<td>Previous Customer</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loan Type</td>
<td>Jumbo 1</td>
<td>Traditional</td>
<td>Jumbo 2</td>
<td>Non-Traditional</td>
<td>Home Equity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Credit Verification</td>
<td>Equifax</td>
<td>Experian</td>
<td>Internal*</td>
<td>Transunion</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Title Accreditation</td>
<td>Title Partner 2</td>
<td>Title Partner 3</td>
<td>Title Partner 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appraisal Partner</td>
<td>Appraisal Partner 1</td>
<td>Not Necessary (Override)</td>
<td>Appraisal Partner 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Payment</td>
<td>Bank Transfer by Online Portal</td>
<td>Check through Mail</td>
<td>Debit Card by Online Portal</td>
<td>Cash at Retail Center</td>
<td>Check at Retail Center</td>
<td>Third Party Transfer</td>
<td>Debit Card by Phone</td>
<td>Bank Transfer by Phone</td>
</tr>
<tr>
<td>Payment Amount</td>
<td>Correct Amount</td>
<td>Premature Repayment (Termination)</td>
<td>Final Payment (Termination)</td>
<td>Overpayment</td>
<td>Underpayment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Customer Data Access</td>
<td>Mailed Reports</td>
<td>Online and Mailed Reports</td>
<td>Online Reports</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broker Commissions</td>
<td>Bank Transfer</td>
<td>Check through mail</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Datacenter Status</td>
<td>All Online</td>
<td>2 Datacenters Offline (Critical)</td>
<td>1 Datacenter Offline (routine service)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network Status</td>
<td>No Issues</td>
<td>Portions of Network Offline (routine service)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Governance</td>
<td>Independent Private Entity</td>
<td>Government Entity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5: Summary of Results: Enterprise Application Validation

<table>
<thead>
<tr>
<th>Test Plan</th>
<th>No of Tests</th>
<th>Test Planning Effort (hrs)</th>
<th>Test Execution Effort (hrs)</th>
<th>Unique Defects Found</th>
</tr>
</thead>
<tbody>
<tr>
<td>BAU (Business as Usual)</td>
<td>188</td>
<td>480</td>
<td>1670</td>
<td>12</td>
</tr>
<tr>
<td>OA (using rdExpert™ Software)</td>
<td>81</td>
<td>145</td>
<td>890</td>
<td>12</td>
</tr>
<tr>
<td>Savings Comparison</td>
<td>107</td>
<td>335</td>
<td>780</td>
<td>Same Defect Coverage</td>
</tr>
</tbody>
</table>

Side-by-Side Studies at Multiple Financial Services Firms

Similar to the mortgage bank case study described above, 20 complete side-by-side studies were conducted at 10 large financial services firms in the U.S. and Europe.
CrossTalk—November/December 2011

The objective of the side-by-side studies was to ascertain that: 1) OA tests do not increase risk (do not miss defects versus BAU), and 2) OA testing process does not increase total test effort. Graph 1 displays the ratios of test cases, defects detected, and test effort for all 20 case studies.

The key findings for the management teams were that:

- All unique defects found by BAU were detected by OA testing process in each of the 20 cases.
- In 40% of the cases, OA tests detected more defects. Thus, in many cases, OA tests provided more risk reduction than BAU.
- Total test effort was reduced by 41% on average. This was a saving of tens of millions of dollars.
- In the four cases where the number of test cases or test effort increased, more defects were detected, so time was utilized productively.

In addition, the ratio of test effort (OA/BAU) is graphed versus the ratio of defects detected (OA/BAU) to further compare the effectiveness of OA testing versus BAU at the 10 Financial Institutions. Graph 2 displays the ratio of effort versus the ratio of defects detected. There are eight points in Quadrant I. These points represent the cases where the test effort of OA is less than or equal to BAU and the number of defects is greater than the number detected by BAU. This is the most desired quadrant to be in. Eleven points are the line bordering Quadrants I and IV. These points represent cases where both OA and BAU find the same number of faults. However, for these points the test effort for OA is less than the test effort for BAU. One point lies in Quadrant II. For this case, the OA required more test effort and OA found more defects. In other words, there was more test effort but the team found more defects. There are no test points in Quadrant III and Quadrant IV that are the least desirable quadrants to be in.

Thus the side-by-side case studies clearly demonstrated that the OA testing process is effective for significantly reducing the test effort and also simultaneously reducing the risk for IT testing in the financial services industry.
Command and Control System

Similar to the financial services industry, the defense and aerospace industries are also facing significant pressure to reduce program cost and schedule. The OA testing process has been successfully applied by several teams in both government and industry. One of the more pressing challenges is effective testing of complex software intensive systems. The Defense Information Standards Agency (DISA) conducted a retrospective pilot of the OA testing process for one of their key modules of a software-based command and control system. The module was designed to retrieve and process data from multiple data sources and display the data in a composite picture. The data sources included human intelligence, measurement and signature intelligence, signals intelligence, Blue/Red Force data, friendly and hostile data from air, ground and sea, and several other sources. The contractor had developed a test plan to validate the module utilizing their BAU practices. Utilizing the OA testing process with the assistance of Phadke Associates, DISA was able to reduce the test plan size by more than 50% and estimated that the test planning effort could be reduced from 24 staff weeks to one staff week. The estimated savings of the reduced test plan and staff savings was $377,000. In addition, the analysis demonstrated that the original contractor test plan had over 340 test gaps and all gaps were eliminated by the more efficient OA testing process. This retrospective pilot demonstrated significant capability of the OA testing process to reduce test cost, risk, and schedule for defense software systems.

Comparison With Other Test Planning Methods

During the piloting, the teams also compared OA testing with other common test planning methods, namely pairwise, N-Way, and classical DoE. Based on their findings they decided to conduct side-by-side testing pilots using only the OA testing process. Table 6 lists a summary of pros and cons identified for each method versus OA testing.

The teams realized that pairwise testing, a method to ensure that each pair is tested at least once, had the potential to reduce the number of test cases versus OA in some instances; however, the additional cost of defect analysis outweighed the potential reduction in execution cost. Since the test cases created by the pairwise method can be unbalanced, it requires significantly more time to isolate the root causes of defects. In addition, they found it challenging to effectively assess performance in terms of the statistical properties like mean and variance. In fact, to effectively conduct analysis of faults and results, the teams found they had to run several additional test cases. OAs distribute test cases uniformly in the multidimensional test domain [11], whereas pairwise test cases tend to be sparser in some regions than other regions. Consequently, pairwise tests can have less ability to detect faults compared to OAs.

N-Way is a test planning method that ensures that each N-Way combination of parameters is tested at least once. For example, users could specify all three-way combinations, in which case each triplet would be tested at least once in the test plan. One of the first challenges the teams discovered when examining the N-Way testing method was that the number of test cases, even for triplets, was significantly larger than their current BAU process, thus implying a significantly increased test execution cost. Also, similar to pairwise testing, the N-Way test cases are unbalanced and require significantly more time and effort to conduct defect analysis and assess performance. Due to these cost and schedule increases, this method was deemed financially prohibitive. Proponents of N-Way testing site the need to identify rare high order defects, such as five-way or six-way defects. Upon deeper analysis, teams have realized that the preferred approach to address this need is to use hierarchical test plans based on utilizing the broad knowledge of the system (or system-of-systems) architecture. This approach is more effective for detecting high order defects and also significantly more economical compared to the five-way or six-way test plan.

<table>
<thead>
<tr>
<th>Test Method</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business as Usual</td>
<td>Can be effective and efficient with highly skilled gurus and lots of time. (These are both rare commodities!)</td>
<td>Test plan effectiveness highly dependant on the individual. No consistency across organizations.</td>
</tr>
<tr>
<td>Pairwise (not OA)</td>
<td>Sometimes fewer tests than OA</td>
<td>Unbalanced test cases so debugging is challenging and performance assessments for continuous outputs even more challenging. Costs for test data analysis are much larger.</td>
</tr>
<tr>
<td>N-Way (Greater than 2-way)</td>
<td>Generally better coverage than OA and Pairwise</td>
<td>Significantly more tests so not affordable in today’s economic environment. The cost is almost always much more than Business as Usual. Tests are unbalanced so same debugging and performance assessment challenges as Pairwise.</td>
</tr>
<tr>
<td>Classical Design of Experiments</td>
<td>Geared towards statistical modeling</td>
<td>Requires significant amount of staff training and expert guidance. Very difficult to cost effectively implement on a broad scale. Doesn’t effectively address the multi-level designs that are necessary for system and software testing.</td>
</tr>
</tbody>
</table>

Table 6: Comparing other Test Planning Methods vs. OA testing
Classical DoE is primarily aimed at model building that is not the objective for a majority of testing tasks, especially when it comes to software and IT testing. The methodology often emphasizes Resolution IV designs with repetitions that result in significantly more tests, thus making the method financially unaffordable, similar to N-Way testing. To combat the financial concerns, practitioners of classical DoE often recommend reducing the number of factors or restricting the number of levels of each factor; however, this technique increases the risk of missing faults and adds significantly more to the downstream program cost and risk. This is particularly challenging for software and IT testing problems that involve mixed level designs with numerous factors having more than two levels (often many more levels). For example, if you have five data types for a particular test parameter, you will have to restrict your test to only two of those data types. Another key challenge is the classical DoE concept of repetitions that are necessary for building confidence in the statistical models. For software and IT systems, repetitions add significant cost but very little additional technical information.

**Conclusion**

The advantage of utilizing OAs for testing was demonstrated through 20 real end-to-end case studies where the OA process was run in parallel with the BAU process for IT testing at 10 large financial services institutions. OA-based testing resulted in a 41% reduction in total test effort (labor hours) and in all 20 cases, all defects detected by the BAU process were detected by the OA process. In 40% of the cases, the OA-based testing process found more defects. The cost and schedule savings for these cases translated to tens of millions of dollars in labor and schedule.

The technical and managerial challenges for software and system testing in the defense and aerospace industry parallel those in the financial services industry in both scale and pressing need for “defect free” system delivery. Similar to the financial services industry, several defense and aerospace companies have piloted and are adopting the OA testing process and the rdExpert Test Suite Software. The results so far show that OA testing will help defense and aerospace industries meet the current challenge of tighter budgets and schedules while confidently delivering the end users promised performance.
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Defect Management Using Depth of Inspection and the Inspection Performance Metric
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Abstract. Advancement in fundamental engineering aspects of software development enables IT enterprises to develop a more cost effective and better quality product through aptly organized defect management strategies. Inspection continues to be the most effective and efficient technique of defect management. To have an appropriate measurement of the inspection process, the process metric, Depth of Inspection (DI) and the people metric, Inspection Performance Metric (IPM) are introduced. The introduction of these pair of metrics can yield valuable information from a company in relation to the inspection process.

Introduction

A defect in software is expensive especially when it dwells and manifests. One of the prevailing challenges in the software industry is therefore the production of defect-free software [1]. The continuance of IT enterprise, hence, depends upon the choice of apt defect management strategies in order to generate defect-free software.

Quality control and quality assurance techniques are the two most successful defect management strategies. Quality control activity is for the product and quality assurance techniques are for the process. The current trends in the industry concentrate on testing, which is a quality control activity. However, what matters is the process through which a product is developed, and therefore excellence in the process plays a vital role towards delivery of high quality products. Among several techniques applied for quality assurance in the software field, like walkthrough, inspection, and review, inspection is one of the promising techniques for defect management. Despite its perceptible significance, inspection is either very casually treated or more often overlooked and many times it is maintained only for accounting purposes. One of the rationales being projected to escape the vital process step is identifying it as a mind-numbing, lengthy activity rather than a quality improvement process.

Since quality is a quantifiable unit, this article aims to draw the attention of the software community including management, developing teams, stakeholders, and outsourcing agents to an important aspect of bringing in a cultural change. It is worth for the industry to notice and comprehend the connotation of software inspection as process integration introduced recently by the implementation of a pair of metrics that are meant to measure the quality level of inspection process and further measure the competency of the people. The two metrics are DI, a process metric, and IPM, a people metric [2].

The DI Metric

Let us have a closer look at the apparently simple but powerful concept of DI. Let Ni be the number of defects captured by the inspection process and Td be the number of defects captured by both inspection and testing approaches.

\[ \text{DI} = \frac{N_i}{T_d} \]

Equation A:

DI can be measured phase-wise or before the deployment of the product using the above metric.

DI evaluation is realized in two phases. In the first phase, DI is calculated using shop floor defect count for a particular set of projects. This phase enables the software company to analyze the depth in which inspection process has occurred for a set of particular projects either phase-wise or at the project level. From our deep and rigorous investigations carried out across several service-based and product-based software industries of various production capabilities, it is found that the DI value varies from project to project. The metric is distinctive as it quantifies the inspection process with measurable levels, which is not observed in current industry standards. DI is considered to be in the range of zero to one where zero is nil performance and one indicates 100% defects captured exclusively through inspection process, which is hardly ever possible. An inspection level of 0.3 to 0.5 is considered normal inspection process and a level of 0.5 onwards requires high competency in the process [2].

Table 1 specifies the ranges of DI values [2]. With this chart, it is now possible for software personnel and all stakeholders to identify the maturity level of the company and enable them to either continue with the existing level or formulate strategies towards upgradation of their level. An additional strength of this mode of quality measurement is to throw light towards prediction of desired level of inspection.

<table>
<thead>
<tr>
<th>DI</th>
<th>Inspection performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 - 0.1</td>
<td>Worse (W)</td>
</tr>
<tr>
<td>0.1 – 0.2</td>
<td>Very Low (VL)</td>
</tr>
<tr>
<td>0.2 – 0.3</td>
<td>Low (L)</td>
</tr>
<tr>
<td>0.3 – 0.4</td>
<td>Normal (N)</td>
</tr>
<tr>
<td>0.4 – 0.5</td>
<td>Above Normal (AN)</td>
</tr>
<tr>
<td>0.5 – 0.6</td>
<td>High (H)</td>
</tr>
<tr>
<td>0.6 – 0.7</td>
<td>Very High (AV)</td>
</tr>
<tr>
<td>0.7 – 0.8</td>
<td>Best (B)</td>
</tr>
<tr>
<td>0.8 – 0.9</td>
<td>Excellent (E)</td>
</tr>
<tr>
<td>0.9 - 1</td>
<td>Ideal (I)</td>
</tr>
</tbody>
</table>

Table 1: Range of DI Values
Prediction of quality of inspection process is not yet achieved. DI is a process metric that can predict the quality of software inspection process. The second phase consists of prediction of DI value for a new project through the approach of mathematical modeling scheme, which uses Multiple Linear Regression (MLR) models.

Prediction of DI is through the evaluation of process coefficients from the historical projects. Process coefficients are a set of β constants (β₀ to β₄) which are evaluated using least square estimates or using Matlab support. A minimum of five projects (P₁ to P₅) is required to evaluate the process coefficients. However, at a larger scale, depending on the history of the company and the past records of the projects that the company had handled, several groups of samples can be taken. It is also observed from the investigation made by several researchers that effectiveness of inspection is influenced by four major and mutually exclusive parameters [2]. They are:

\[ x₁ = \text{inspection time} \]
\[ x₂ = \text{preparation time} \]
\[ x₃ = \text{number of inspectors} \]
\[ x₄ = \text{experience level of inspectors} \]

Having obtained the process coefficients and substituting desirable values to the inspection influencing parameters, it is now possible for the software company to predict the value of dependent parameter Y (DI) as given in equation (B) [3].

\[ Y = \beta₀ + \beta₁x₁ + \beta₂x₂ + \beta₃x₃ + \beta₄x₄ + e \]

**Equation B:**

\[
\begin{bmatrix}
[DI]_{P₁} \\
[DI]_{P₂} \\
[DI]_{P₃} \\
[DI]_{P₄} \\
[DI]_{P₅}
\end{bmatrix}
= X \cdot \begin{bmatrix}
\beta₁ \\
\beta₂ \\
\beta₃ \\
\beta₄ \\
\beta₀
\end{bmatrix} + [\text{Error Term}]
\]

**Matrix representation for the prediction of DI is given in equation (C).**

Software companies using the stabilized process coefficients can now predict the desired level of DI for any project (P) by modulating the inspection influencing parameters. Alternatively, with the evaluation of process coefficients it is also possible to tune the values of the inspection influencing parameters to achieve the desirable DI value. Table 2 illustrates the DI computation of 15 projects that are sampled from various product-based and service-based software industries. The sampled projects depicted throughout this article are similar types of projects that are developed using Java and operate in a similar type of environment.

Discernible benefits of DI in software organization are:

1. DI is a quality metric introduced in order to quantify the depth in which the inspection process is performed.
2. The objective of introducing DI as a defect detection metric is to enable one to analyze the defect capturing ability of the company through an inspection approach.
3. DI is a defect preventative metric whose implementation in the software industry acts as a lesson learned from previous projects with regard to the depth in which inspection is conducted and thus indicates the inspection team either “to improve the inspection performance” or “to maintain the desired level of inspection.”
4. The aim of DI as an indicator metric is to inform the test team of the depth in which defects are detected through the

**Table 2: DI Estimation**

<table>
<thead>
<tr>
<th>P₁</th>
<th>P₂</th>
<th>P₃</th>
<th>P₄</th>
<th>P₅</th>
<th>P₆</th>
<th>P₇</th>
<th>P₈</th>
<th>P₉</th>
<th>P₁₀</th>
<th>P₁₁</th>
<th>P₁₂</th>
<th>P₁₃</th>
<th>P₁₄</th>
<th>P₁₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project hours (*)</td>
<td>250</td>
<td>263</td>
<td>300</td>
<td>507</td>
<td>869</td>
<td>1806</td>
<td>2110</td>
<td>4248</td>
<td>4586</td>
<td>4644</td>
<td>6944</td>
<td>7087</td>
<td>7416</td>
<td>8940</td>
</tr>
<tr>
<td>DI at req. phase</td>
<td>0.53</td>
<td>0.49</td>
<td>0.67</td>
<td>0.52</td>
<td>0.33</td>
<td>0.48</td>
<td>0.5</td>
<td>0.46</td>
<td>0.39</td>
<td>0.27</td>
<td>0.44</td>
<td>0.49</td>
<td>0.44</td>
<td>0.49</td>
</tr>
<tr>
<td>DI at des. phase</td>
<td>0.5</td>
<td>0.38</td>
<td>0.46</td>
<td>0.54</td>
<td>0.42</td>
<td>0.5</td>
<td>0.44</td>
<td>0.49</td>
<td>0.44</td>
<td>0.4</td>
<td>0.57</td>
<td>0.5</td>
<td>0.45</td>
<td>0.47</td>
</tr>
<tr>
<td>DI at imp. phase</td>
<td>0.5</td>
<td>0.57</td>
<td>0.44</td>
<td>0.53</td>
<td>0.37</td>
<td>0.21</td>
<td>0.39</td>
<td>0.51</td>
<td>0.51</td>
<td>0.4</td>
<td>0.55</td>
<td>0.46</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td>Avg DI</td>
<td>0.51</td>
<td>0.48</td>
<td>0.52</td>
<td>0.53</td>
<td>0.37</td>
<td>0.4</td>
<td>0.44</td>
<td>0.49</td>
<td>0.45</td>
<td>0.36</td>
<td>0.54</td>
<td>0.47</td>
<td>0.51</td>
<td>0.45</td>
</tr>
<tr>
<td>Tc (%)</td>
<td>96.0</td>
<td>95.0</td>
<td>91.5</td>
<td>96.0</td>
<td>89.8</td>
<td>87.0</td>
<td>92.0</td>
<td>95.4</td>
<td>96.5</td>
<td>88.3</td>
<td>96.9</td>
<td>93.1</td>
<td>95.8</td>
<td>92.3</td>
</tr>
</tbody>
</table>

(*) Total project time is measured in terms of person hours and contains documentation times, training time and release time etc., which are not relevant for this discussion; P = Project; req – Requirements analysis phase; des – Design phase; imp – Implementation phase; Avg - Average; Tc – Total defects captured in the complete project.
inspection approach. Thereby, it directs the test team to frame effective strategies to eliminate remaining defects.

5. The rationale for the introduction of DI is to provide a deep visibility to the inspection team, the company management, outsourcing agents, and other stakeholders about the depth in which inspection is performed and thereby to provide enough transparency in the process.

6. It is observed that CMMI® Level 4 and above certified software industries are capable of performing inspection with an average DI value of 0.4 to 0.5. This demands that the test team puts in a certain amount of test effort to detect and eliminate remaining defects. A decrease in DI value further demands increased test effort, test time, increased developmental cost, and rework cost.

7. Project success depends upon quality [4]. Business success depends upon cost of quality [5]. According to the cost quality analysis, cost of rework is usually several orders higher at final stages when compared to quality implementation at initial stages [6]. The variation depends on the phase in which a defect originated and was later detected. The philosophy and culture that we propagate here offers a watertight control over defect management with appropriate quantitative metrics and methods in the process domain. Hence, the DI metric, with its distinguishing feature of giving process visibility, paves the way for stakeholders to control their developmental cost.

8. Implementation of DI is therefore a billion dollar savings to a software company since they are now able to visualize the depth in which all static defects are recovered and hence plan only towards detection and removal of dynamic defects through testing activities.

9. The existence of a DI metric is an eye opener for all stakeholders including clients and outsourcing agents to justify and control the developmental cost. With this metric, they are therefore in a position to substantiate the quality of the product and the maturity level of the company dynamically from project to project and predict a price tag for their project.

10. The DI metric brings out the variation in quality level of functional inspection and predicted inspection. This knowledge further enables the developing team to equip themselves towards their augmentation activities in order to endure in the competitive atmosphere of software industry.

The IPM Metric

Effectiveness of the inspection process depends on the people who drive the process. However, there are no software quality metrics existing to measure the performance of the inspection team within the constraints of major inspection affecting parameters, namely 1) inspection time, 2) inspection preparation time, 3) number of inspectors, 4) experience level of inspectors, and 5) complexity of the project that is measured in terms of function points [2]. The IPM metric helps a software company to make decisions toward the selection of appropriate values to the aforementioned parameters subsequently opting for the desirable team performance.

\[ \text{IPM} = \frac{N_i}{IE} \]

\[ \text{where } \begin{align*} \text{IE} &= N \times T \\ \text{and } T &= I_t + P_t \end{align*} \]

Let \( N_i \) = Number of defects captured by inspection process and \( IE = \) Inspection Effort

Where \( IE = \) Total number of inspectors \( (N) \times \) Total amount of inspection time \( (T) \)

Total amount of inspection time \((T) = \) Actual inspection time \((I_t) + \) Preparation time \((P_t)\), \( \text{taken per person} \)

Where \( IE = \) Total number of inspectors \( (N) \times \) Total amount of inspection time \( (T) \)

Total amount of inspection time \((T) = \) Actual inspection time \((I_t) + \) Preparation time \((P_t)\)

IPM can be realized in two stages. In the first stage, number of defects captured by the inspection team within the aforementioned parameter constraints for any particular project is found using shop floor defect count. This mode of IPM calculation enables the software team to measure the team performance properties.

The second stage of realizing IPM is to predict IPM value for a new project using a mathematical scheme. Prediction of IPM for a project is realized using MLR models.

\[ Y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_3 x_3 + \beta_4 x_4 + \beta_5 x_5 + e \]

Equation E:

Thus, with the system of MLR equations, a set of team coefficients is evaluated using Equation F.

Evaluation of \( \beta \) coefficients is realized using Least Square Technique using Matlab support and requires a minimum of six empirical projects for the evaluation purpose [7]. Let \( Y \) represent IPM value for a project that can be obtained by substituting the parameter values and team coefficients in equation (E) as shown below.

Thus, with the system of MLR equations, a set of team coefficients is evaluated using:

Thus, having stabilized the team coefficients, the manager can obtain the desired IPM by appropriately tuning the inspection influencing parameters for the given complexity of the project [7]. Table 3 illustrates the computed IPM values for the previously sampled 15 projects.
Observable gains of IPM are:

1. IPM is introduced as an effort analysis metric in order to uniquely identify the effort put forth by the team for inspection.
2. The objective of introducing IPM as a quality indicator is to indicate the level of quality being achieved by the inspection team.
3. The main purpose of IPM is to provide transparency and visibility to the customers and thereby help them to justify and control the developmental cost.
4. Introduction of IPM in the software development cycle enables the inspection team to evaluate their performance level.
5. With the implementation of IPM as a software quality metric in the inspection process, the managers of the software company can now choose the team specification in order to achieve desired inspection effort.
6. The goal of IPM is to provide a deep visibility to the inspection performance for stakeholders, clients, managers, and outsourcing agents.
7. Existence of IPM in the software industry enables management to dynamically justify and control the staff cost to every project based on team performance.
8. IPM further acts as an awareness metric for the inspection-performing team to be aware of the team’s performance and to appropriately formulate strategies towards their improvement activities.
9. Implementation of IPM therefore acts as a metric to save the economy of the company as it provides deep visibility of the team’s performance in effective defect capturing abilities.
10. IPM further encourages the test team to train themselves for the capturing of residual defects.

<table>
<thead>
<tr>
<th>Project hours(*)</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P10</th>
<th>P11</th>
<th>P12</th>
<th>P13</th>
<th>P14</th>
<th>P15</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>263</td>
<td>300</td>
<td>507</td>
<td>869</td>
<td>1806</td>
<td>2110</td>
<td>4248</td>
<td>4586</td>
<td>4644</td>
<td>6944</td>
<td>7416</td>
<td>7416</td>
<td>8940</td>
<td>9220</td>
<td></td>
</tr>
<tr>
<td>IPM at req. phase</td>
<td>4.57</td>
<td>5.40</td>
<td>6.89</td>
<td>5.71</td>
<td>2.714</td>
<td>3.11</td>
<td>1.25</td>
<td>0.66</td>
<td>0.36</td>
<td>1.03</td>
<td>0.35</td>
<td>0.66</td>
<td>0.51</td>
<td>0.73</td>
<td>0.60</td>
</tr>
<tr>
<td>IPM at des. phase</td>
<td>0.71</td>
<td>0.67</td>
<td>1.00</td>
<td>1.17</td>
<td>0.889</td>
<td>0.86</td>
<td>0.44</td>
<td>0.20</td>
<td>0.22</td>
<td>1.56</td>
<td>0.33</td>
<td>0.30</td>
<td>0.24</td>
<td>0.29</td>
<td>0.17</td>
</tr>
<tr>
<td>Avg IPM</td>
<td>1.88</td>
<td>2.25</td>
<td>2.75</td>
<td>2.41</td>
<td>1.34</td>
<td>1.39</td>
<td>0.61</td>
<td>0.35</td>
<td>0.27</td>
<td>0.97</td>
<td>0.29</td>
<td>0.49</td>
<td>0.32</td>
<td>0.42</td>
<td>0.29</td>
</tr>
<tr>
<td>Tc (%)</td>
<td>96.0</td>
<td>95.0</td>
<td>91.5</td>
<td>96.0</td>
<td>89.8</td>
<td>87.0</td>
<td>92.0</td>
<td>95.4</td>
<td>96.5</td>
<td>88.3</td>
<td>96.9</td>
<td>96.5</td>
<td>93.1</td>
<td>95.8</td>
<td>92.3</td>
</tr>
</tbody>
</table>
DI and IPM are applicable across a variety of projects with the limitation that the ranges of values for acceptable performance differ from one type of project to another like innovative projects, legacy projects, etc.

Conclusion

Inspection is one of the most promising techniques of defect management that enhances industrial productivity and quality. Inspection is a challenging task that provides a platform for a professional inspector to exhibit his competency to detect a maximum number of defects under time, cost, and resource constraints. It is essential for quality managers to apply appropriate metrics to monitor the effectiveness of inspection and the performance level of inspection. They can make use of two newly introduced metrics, DI and IPM, with their desirable band of operation to judge the level of success of process.

The investment of implementing DI and IPM over the existing process certainly demands a cost. However, it is inline with the dictum, "It is not just the investment that matters for quality, but also the right kind of investment." The implementation of DI and IPM is a right kind of investment that improves the position of a company’s value to the market and stakeholders. The process metric DI and people metric IPM could be effectively used by clients, sponsors, and users to judge the perfection of developed, highly qualified software. Further, these metrics will pave the way for justifying the developmental cost with deep visibility into the process.

Due to the value of DI and IPM, the required effort to capture a maximum amount of defects is reduced. Managers get the added advantage of monitoring team performance, project after project, in a convincing way using numerical estimations through characteristic coefficients of the team or the company. The DI and IPM value can now be either estimated based on defect counts from the shop floor or they can be predicted through the process coefficients and team coefficients that were empirically evaluated using a large sample of projects. Once the coefficients are stabilized, it is possible to predict the achievable DI and IPM through our model, without depending on the defect count. It implies that the managers can have the ability to finalize the inspection influencing parameters while planning the inspection process to achieve a particular DI. Having finalized the IPM that a company should achieve, it can tune the number of persons doing inspection, the experience of each person, and the time to be spent by each person to achieve the desired quality level of IPM.

Since DI and IPM are directly affecting defect management, development of a 99% defect-free product is possible by choosing appropriate values of parameters influencing DI and IPM. In order to realize the effectiveness of DI and IPM, it is absolutely necessary for quality-conscious outsourcing agencies and companies to run a pilot rollout of the inspection strategy. DI and IPM (Nair-Suma metric) are valid across a spectrum of projects. But, it is important to note the ranges of values for acceptable performance differs from one type of project to another.
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Free and Open Source Software Use

Benefits and Compliance Obligations

Philip Koltun, The Linux Foundation

Abstract. Many systems developed for and deployed by the U.S. government now use Free and Open Source Software (FOSS). But FOSS use comes with potential license obligations. Essential compliance activities include identification of FOSS used in products along with communication of a FOSS bill of materials; review and approval of planned FOSS use; and satisfaction of license obligations. Compliance policies, processes, training, and tools enable contractors and government sponsors to use FOSS effectively. The Linux Foundation’s Open Compliance Program provides many resources to assist with compliance.

Introduction

FOSS has been widely adopted as the software of choice in many core areas of computing. Linux dominates today in embedded systems and in servers, and other FOSS has gained widespread acceptance for operational use. Vibrant communities support Linux kernel development and many popular FOSS packages.

FOSS is all about freedom—freedom to use, study, modify, and distribute software under an open source license. Think of the word “free” as in free speech, not as in free beer.

The DoD has clarified that FOSS use is acceptable and can provide significant benefits: high quality, reliable, and secure software resulting from continuous and broad peer-review; availability of source code for modification, which enables rapid response to changing situations, missions, and threats; avoidance of vendor lock-in; freedom to use and deploy in any context; low total cost of ownership; and so on.

Beyond the use of Linux, FOSS can be found in many domains, including (to name a few) software development tools and environments; computing infrastructure; graphics; mapping and geospatial imaging; modeling and simulation; communications and networking; security; database; and real-time computing. Indeed, a 2003 MITRE Corporation study identified 115 FOSS applications in use in the DoD. Undoubtedly that number has grown quite substantially in the years since. The DoD has published an online Frequently Asked Questions (FAQ) page that dispenses useful information about DoD use of FOSS.

With FOSS use comes responsibility. Typical license obligations consist of inclusion of attributions, copyright notices, and license text along with the product when it is distributed externally. Providing complete and corresponding source code or an offer of source code may also be required, depending on the FOSS licenses involved.

Normally, license obligations are triggered when external distribution of a product occurs. The entity that distributes a product containing FOSS bears the responsibility for meeting relevant license obligations; they can not just point at an upstream supplier and say, “See them for whatever you are entitled to.” On the other hand, what constitutes “external distribution” may be subject to legal interpretation. The aforementioned FAQ indicates that as long as a product acquired or developed by the U.S. government is not conveyed outside the U.S. government, external distribution has not occurred. As a result, use of the software within the U.S. government context normally would not trigger license obligations.

Why, then, should the defense software community served by CrossTalk concern itself with FOSS compliance issues? At least two perspectives are worth examining. First is that of the DoD contractor delivering software to the government who uses FOSS to implement required functionality. Second is that of the government program manager overseeing the contractor and investigating its suppliers’ FOSS compliance practices as part of its background diligence in contracting. Does a supplier have a policy on FOSS use, compliance training for its teams, automated code scanning to facilitate discovery and recognition of FOSS inclusion, a procedure to prepare a FOSS bill of materials, and so on? The Linux Foundation’s “Self-Assessment Checklist” can be used effectively to assess supplier compliance practices and engage suppliers in discussion about compliance. There would be good reason, as well, to incorporate FOSS compliance discussions in SEI assessments conducted to qualify the contractor.

FOSS Compliance

FOSS compliance refers to the aggregate of policies, processes, training, and tools that enables an organization to effectively use FOSS and contribute to open communities while respecting copyrights, complying with license obligations, and protecting the organization’s intellectual property and that of its customers and suppliers.
What business processes enable organizations to comply with license obligations and project managers to assure obligations are satisfied? For a product being distributed externally, compliance involves three core activities: identification of FOSS; review and approval of planned use of FOSS; and satisfaction of license obligations for the included FOSS. Each of these will be discussed further below.

**Identification of FOSS**

First, identification of all FOSS in a product comes from the dual processes of disclosure and discovery. With disclosure, engineers and product managers of the contractor and its external suppliers typically identify FOSS based on prior knowledge of where the code came from. Discovery refers to audits (either manual or automated) that are used to identify FOSS code and its origin.

Reliance only on disclosure can be problematic. Few products these days are written from scratch. Most evolve from legacy products and externally acquired source code (either FOSS or commercially licensed software), with new code being written to implement differentiating features and functionality. Sometimes millions of lines of code may be included in a product, some of it pre-dating the engineers currently working for the company. It is unlikely that any one individual or team will know all of the code and where it came from. So it is hardly surprising that disclosure alone would be incomplete or inaccurate. Commercial scanning tools aid in the discovery process and are marketed by companies such as Black Duck Software, OpenLogic, Palamida, and Protecode, among others. A number of open source scanning tools are also available.

New technologies are being developed to codify and communicate in standard format a FOSS bill of materials. For instance, the Software Package Data Exchange specification (SPDX™), version 1.0, was released in the fall of 2011.

**Review and Approval**

Reviewing and approving planned FOSS use is the second essential activity in compliance, typically requiring a panel of skilled and knowledgeable individuals known as an Open Source Review Board (OSRB). An OSRB must review FOSS use in context, so a product architectural diagram will be needed to show how the product's software components (including FOSS) interface and interact. The OSRB examines licensing implications of the architecture, compatibility of components from a license perspective, and resultant license obligations. Therefore, an OSRB must incorporate the expertise of skilled software architects and licensing experts.

**Satisfaction of Obligations**

The third essential activity in a compliance program concerns satisfaction of FOSS license obligations. Many organizational actions must come together to assure obligations can be met. As stated earlier, obligation fulfillment typically involves inclusion of attributions, copyright notices, and license text along with the product when it is distributed externally. Providing complete and corresponding source code or an offer of source code may also be required, depending on the FOSS licenses involved.

Ultimately, an effective compliance program must integrate compliance activities into day-to-day business processes so that identification, review and approval, and obligation satisfaction steps are routinely accomplished in time for scheduled product delivery.

Individuals or teams responsible for product documentation must perform necessary tasks to assure that documentation obligations are met.

As part of the process to satisfy source code obligations, the contractor typically should place into a software repository the complete source code corresponding exactly to each FOSS package used in a given product release. The complete source code may include any associated interface definition files, plus the scripts used to control compilation and installation of the executable. Verification activities should assure that source code used to produce product binaries has been cleansed of any inappropriate comments and that all FOSS packages in the product have been approved by the OSRB.

Ultimately, an effective compliance program must integrate compliance activities into day-to-day business processes so that identification, review and approval, and obligation satisfaction steps are routinely accomplished in time for scheduled product delivery. Key elements of a compliance program include company policy, employee training, assignment of compliance responsibility, staffing of the compliance function, and automation to enhance efficiency and accuracy. Compliance program implementation dovetails very nicely with CMMI®.

Key process capabilities that must be brought to bear in compliance include supplier management, software configuration management, training, software architectural design and review, and verification, at a minimum.

**Compliance Resources**

The Linux Foundation’s Open Compliance Program is the software industry’s only neutral, comprehensive software compliance initiative. By marshaling the resources of its members and leaders in the compliance community, the Linux Foundation brings together the individuals, companies, and legal entities needed to expand the use of FOSS while decreasing legal costs and reducing fear, uncertainty, and doubt.

Organizations seeking greater insight into compliance practices can take Linux Foundation compliance training courses; download freely available Linux Foundation compliance white papers and the Self-Assessment Checklist; participate in the SPDX working group; participate in the FOSSBazaar community and discuss compliance best practices; and access other helpful resources. More information can be found at <http://www.linuxfoundation.org/programs/legal/compliance>.

**Disclaimer:**

CMMI® is registered in the U.S. Patent and Trademark Office by Carnegie Mellon University.
Dr. Philip Koltun formerly directed the Linux Foundation’s Open Compliance Program. He has implemented comprehensive open source compliance programs for Motorola and NAVTEQ, including policies and procedures, training, OSRB function, supplier compliance, and compliance tool introduction. Previously, he managed a software productivity and quality center at Harris Corporation; facilitated SEI, ISO, and Baldrige-style assessments; managed software suppliers; and consulted on business process improvement. He earned a Ph.D. in Computer Science from University of North Carolina-Chapel Hill.

The Linux Foundation
1796 18th Street, Suite C
San Francisco, CA 94107
Phone: (815) 353-2748
Fax: (415) 723-9709
E-mail: philip.koltun@gmail.com

4. The author is not a lawyer and this article should not be construed as providing legal advice. Please consult qualified counsel for interpretation of license terms and other questions requiring legal guidance.
5. See “DoD Open Source Software (OSS) FAQ” at <http://cio-nii.defense.gov/sites/oss/Open_Source_Software_(OSS)_FAQ.htm#Q:_Under_what_conditions_can_GPL-licensed_software_be_mixed_with PROPRIETARY.classified_software.3F>
8. See, for example, the FOSSology tool at <http://fossology.org> and OpenLogic’s Discovery tool, <http://www.openlogic.com/downloads/ossdiscovery.php>.
Deployment Optimization for Embedded Flight Avionics Systems

Brian Dougherty, Vanderbilt University
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Abstract. Loosely coupled publish/subscribe messaging systems facilitate optimized deployment of software applications to hardware processors. Intelligent algorithms can be used to refine system deployments to reduce system cost and resource requirements, such as memory and processor utilization. This article describes how we applied a computer assisted deployment optimization tool to reduce the required processors and network bandwidth consumption of a legacy flight avionics system.

Software Defense Application

The deployment topology of a distributed system determines how software is mapped to hardware. Optimizing the deployment topology of DoD distributed embedded systems has a significant impact on how efficiently the software utilizes the hardware. Deployment optimization can also help minimize costs by increasing hardware efficiency without requiring changes to the software or hardware architecture. This increase in hardware efficiency, in turn, helps reduce fuel consumption, increase operational ranges, and decrease cost.

Introduction

Current Trends and Challenges

Several trends are shaping the development of embedded flight avionics systems. First, there is a migration away from older federated computing architectures where each subsystem occupied a physically separate hardware component to integrated computing architectures where multiple software applications implementing different capabilities share a common set of computing platforms. Second, publish/subscribe based messaging systems are increasingly replacing the use of hard-coded cyclic executives.

These trends are yielding a number of benefits. For example, integrated computing architectures create an opportunity for system-wide optimization of deployment topologies, which map software components and their associated tasks to hardware processors as shown in Figure 1.1

Optimized deployment topologies can pack more software components onto the hardware, thereby optimizing system processor, memory, and I/O utilization [1, 2, 3]. Increasing hardware utilization can decrease the total hardware processors that are needed, lowering both implementation costs and maintenance complexity. Moreover, reducing the required hardware infrastructure has other positive side effects, such as reducing weight and power consumption.

Open Problems

Developing computer-assisted methods and tools to deploy software to hardware in embedded systems is hard [4, 5] due to the number and complexity of constraints that must be addressed. For example, developers must ensure that each software component is provided with sufficient processing time to meet any real-time scheduling constraints [6]. Likewise, resource constraints (such as total available memory on each processor) must also be respected when mapping software components to hardware components [6, 7]. Moreover, assigning real-time tasks in multi-processor and/or single-processor machines is NP-Hard [8], which means that such a large number of potential deployments exist that it would take years to investigate all possible solutions.

Current algorithmic deployment techniques are largely based on heuristic bin-packing [8, 9, 10], which represents the software tasks as items that take up a set amount of space and hardware processors as bins that provide limited space. Bin-packing algorithms try to place all the items into as few bins as possible without exceeding the space provided by the bin in which they are placed. These algorithms use a heuristic, such as sorting the items based on size and placing them in the first bin they fit in, to reduce the number of solutions that are considered and to avoid exhaustive solution space exploration.

Conventional bin-packing deployment techniques take a one-dimensional view of deployment problems by just focusing on a single deployment concern at a time. Example concerns include resource constraints, scheduling constraints, or fault-tolerance constraints. In production flight avionics systems, however, deployments must meet combinations of these concerns simultaneously.

Solution Approach: Computer Assisted Deployment Optimization

This paper describes and validates a method and tool called ScatterD that we developed to perform computer-assisted deployment optimization for flight avionics systems. The ScatterD model-driven engineering [11] deployment tool implements the Scatter Deployment Algorithm, which combines heuristic bin-packing with optimization algorithms, such as genetic algorithms [12] or particle swarm optimization techniques [13] that use evolutionary or bird-flocking behavior to perform blackbox optimization. This article
shows how flight avionics system developers have used ScatterD to automate the reduction of processors and network bandwidth in complex embedded system deployments.

The remainder of this article is organized as follows: Section 4 outlines a flight avionics deployment case study we use to motivate the challenges and solutions throughout the paper; Section 5 describes the challenges faced by developers when attempting to optimize a representative flight avionics deployment topology; Section 6 discusses the ScatterD tool for deployment optimization; Section 7 provides empirical results demonstrating the reductions in hardware footprint and network bandwidth consumption that ScatterD can produce; and Section 8 presents concluding remarks.

Section 4: Modern Embedded Flight Avionics Systems: A Case Study

Over the past 20 years, flight avionics systems have become increasingly sophisticated. Modern aircraft now depend heavily on software executing atop a complex embedded network for higher-level capabilities, such as more sophisticated flight control and advanced mission computing functions. To accommodate the increased amount of software required, avionics systems have moved from older federated computing architectures to integrated computing architectures that combine multiple software applications together on a single computing platform containing many software components.

The class of flight avionics system targeted by our work is a networked parallel message-passing architecture containing many computing nodes. At the individual node level, ARINC 653-compliant time and space partitioning separates the software applications into sets with compatible safety and security requirements. Inside a given time partition, the applications run within a hard real-time deadline scheduler that executes the applications at a variety of harmonic periods.

The integrated computing architecture shown in Figure 2 has benefits and challenges. Key benefits include better optimization of hardware resources and increased flexibility, which result in a smaller hardware footprint, lower energy use, decreased weight, and enhanced ability to add new software to the aircraft without updating the hardware. The key challenge, however, is increased system integration complexity. In particular, while the homogeneity of processors gives system designers a great deal of freedom allocating software applications to computing nodes, optimizing this allocation involves simultaneously balancing multiple competing resource demands.

For example, even if the processor demands of a pair of applications would allow them to share a platform, their respective I/O loads may be such that worst-case arrival rates would saturate the network bandwidth flowing into a single node. This problem is complicated for single-core processors used in current integrated computing architectures. Moreover, this problem is being exacerbated with the adoption and fielding of multi-core processors, where competition for shared resources expands to include internal buses, cache memory contents, and memory access bandwidth. Artifacts complete with data describing the computational interactions and requirements of this system were provided by the Systems and Software Producibility Collaborative and Experimentation Environment (SPRUCE) web portal <http://www.sprucecommunity.org>. The SPRUCE web portal allows industry partners to create challenge problems complete with artifacts comprised of real data. These problems can then be paired with members of the research community that maximize the potential of discovering new, innovative solutions.

Section 5: Deployment Optimization Challenges

This section describes the challenges facing developers when attempting to create a deployment topology for a flight avionics system. The discussion below assumes a networked parallel message-passing architecture (such as the one described in Section 4).

The goal is to minimize the number of processors and the total network bandwidth resulting from communication between software tasks.

5.1 Challenge 1: Satisfying Ratemonotonic Scheduling Constraints Efficiently

In real-time systems, such as the embedded flight avionics case study from Section 4, either fixed priority scheduling algorithms, such as ratemontonic scheduling, or dynamic priority scheduling algorithms, such as earliest deadline-first, control the execution ordering of individual tasks on the processors. The deployment topology must ensure that the set of software components allocated to each processor can be scheduled and will not miss real-time deadlines. Finding a deployment topology for a series of software components that ensures the ability to schedule all tasks is called “multiprocessor scheduling” and is NP-Hard [8].

A variety of algorithms, such as bin-packing algorithm variations, have been created to solve the multiprocessor scheduling problem. A key limitation of applying these algorithms to optimize deployments is that bin-packing does not allow developers to specify which deployment characteristics to optimize. For example, bin-packing does not allow developers to specify an objective function based on the overall network bandwidth consumed by a deployment. We describe how ScatterD ensures scheduling constraints are met in Section 6.1 and allows for complex objective functions, such as network bandwidth reduction.

5.2 Challenge 2: Reducing the Complexity of Memory, Cost, and Other Resource Constraints

Processor execution time is not the only type of resource that must be managed while searching for a deployment topology. Hardware nodes often have other limited but critical resources, such as main memory or core cache, necessary for the set of software components it supports to function. Developers must ensure that the components deployed to a processor do not consume more resources than are present.

If each processor does not provide a sufficient amount of
resources to support all tasks on the processor, a task will not execute properly, resulting in a failure. Moreover, since each processor used by a deployment has a financial cost associated with it, developers may need to adhere to a global budget, as well as scheduling constraints. We describe how ScatterD ensures that resource constraints are satisfied in Section 6.2.

5.3 Challenge 3: Satisfying Complex Dynamic Network Resource and Topology Constraints

Embedded flight avionics systems must often ensure that not only processor resource limitations are adhered to, but also network resources (such as bandwidth) are not over consumed. The consumption of network resources is determined by the number of interconnected components that are not colocated on the same processor. For example, if two components are colocated on the same processor, they do not consume any network bandwidth.

Adding the consideration of network resources to deployment substantially increases the complexity of finding a software-to-hardware deployment topology mapping that meets requirements. The impact of the component's deployment on the network, however, cannot be calculated in isolation of the other components. The impact is determined by finding all other components that it communicates with, determining if they are colocated, and then calculating the bandwidth consumed by the interactions with those that are not colocated. We describe how ScatterD helps minimize the bandwidth required by a system deployment in Section 6.3.

Section 6: ScatterD: A Deployment Optimization Tool to Minimize Bandwidth and Processor Resources

Heuristic bin-packing algorithms work well for multiprocessor scheduling and resource allocation. As discussed in Section 5, however, heuristic bin-packing is not effective for optimizing designs for certain system-wide properties, such as network bandwidth consumption, and hardware/software cost. Metaheuristic algorithms [12, 13] are a promising approach to optimize system-wide properties that are not easily optimized with conventional bin-packing algorithms. These types of algorithms evolve a set of potential designs over a series of iterations using techniques, such as simulated evolution or bird flocking. At the end of the iterations, the best solution(s) that evolved out from the group is output as the result.

Although metaheuristic algorithms are powerful, they have historically been hard to apply to large-scale production embedded systems since they typically perform poorly on problems that are highly constrained and have few correct solutions. Applying simulated evolution and bird-flocking behaviors for these types of problems tends to randomly mutate designs in ways that violate constraints. For example, using an evolutionary process to splice together two deployment topologies is likely to yield a new topology that is not real-time schedulable.

Below we explain how ScatterD integrates the ability of heuristic bin-packing algorithms to generate correct solutions to scheduling and resource constraints with the ability of metaheuristic algorithms to flexibly minimize network bandwidth and processor utilization and address the challenges in Section 5.
6.1 Satisfying Real-time Scheduling Constraints with ScatterD

ScatterD ensures that the numerous deployment constraints (such as the real-time scheduling constraints described in Challenge 1 from Section 5.1) are satisfied by using heuristic bin-packing to allocate software tasks to processors. Conventional bin-packing algorithms for multiprocessor scheduling are designed to take as input a series of items (e.g., tasks or software components), the set of resources consumed by each item (e.g., processor and memory), and the set of bins (e.g., processors) and their capacities. The algorithm outputs an assignment of items to bins (e.g., a mapping of software components to processors).

ScatterD ensures that all tasks of the flight avionics system discussed in Section 4 can be scheduled by using response-time analysis. The response time resulting from allocating a software task of the avionics system to a processor is analyzed to determine if a software component can be scheduled on a given processor before allocating its associated item to a bin. If the response time is fast enough to meet the real-time deadlines of the software task, the software task can be allocated to the processor.

6.2 Satisfying Resource Constraints with ScatterD

To ensure that other resource constraints (such as memory requirements described in Challenge 2 from Section 5.2) of each software task are met, we specify a capacity for each bin that is defined by the amount of each computational resource provided by the corresponding processor in the avionics hardware platform. Similarly, the resource demands of each avionics software task define the resource consumption of each item. Before an item can be placed in a bin, ScatterD verifies that the total consumption of each resource utilized by the corresponding avionics software component and software components already placed on the processor does not exceed the resources provided.

6.3 Minimizing Network Bandwidth and Processor Utilization with ScatterD

To address deployment optimization issues (such as those raised in Challenge 3 from Section 5.3), ScatterD uses heuristic bin-packing to ensure that all tasks can be scheduled and resource constraints are met. If the heuristics are not altered, bin-packing will always yield the same solution for a given set of software tasks and processors. The number of processors utilized and the network bandwidth requirements will therefore not change from one execution of the bin-packing algorithm to another. In a vast deployment solution space associated with a large-scale flight avionics system, however, there may be many other deployments that substantially reduce the number of processors and network bandwidth required, while also satisfying all design constraints.

To search for avionics deployment topologies with minimal processor and bandwidth requirements—while still ensuring that other design constraints are met—ScatterD uses metaheuristic algorithms to seed the bin-packing algorithm. In particular, metaheuristic algorithms are used to search the deployment space and select a subset of the avionics software tasks that must be packed prior to the rest of the software tasks. By forcing an altered bin-packing order, new deployments with different bandwidth and processor requirements are generated. Since bin-packing is still the driving force behind allocating software tasks, design constraints have a higher probability of being satisfied. By using metaheuristic algorithms to search the design space—and then using bin-packing to allocate software tasks to processors—ScatterD can generate deployments that meet all design constraints while also minimizing network bandwidth consumption and reducing the number of required processors in the avionics platform, as shown in Figure 3.

![Figure 3. ScatterD Deployment Optimization Process](image-url)
Section 7: Empirical Results

This section presents the results of configuring the ScatterD tool to combine two metaheuristic algorithms (particle swarm optimization and a genetic algorithm) with bin-packing to optimize the deployment of the embedded flight avionics system described in Section 4. We applied these techniques to determine if (1) a deployment exists that increases processor utilization to the extent that legacy processors could be removed; and (2) the overall network bandwidth requirements of the deployment were reduced due to collocating communicating software tasks on a common processor.

The first experiment examined applying ScatterD to minimize the number of processors in the legacy flight avionics system deployment described in Section 4. This system originally required 14 processors to support all necessary software tasks. Applying ScatterD with particle swarm optimization techniques and genetic algorithms resulted in increased utilization of the processors, reducing the number of processors needed to deploy the software of the system to eight in both cases. The remaining six processors could then be removed from the deployment without affecting system performance, resulting in the 42.8% reduction shown in Figure 4.

The ScatterD tool was also applied to minimize the bandwidth consumed due to communication by software tasks allocated to different processors in the legacy avionics system described in Section 4. Reducing the bandwidth requirements of the system leads to more efficient, faster communication while also reducing power consumption. The legacy deployment consumed 1.83 · 10^8 bytes of bandwidth. Both versions of the ScatterD tool yielded a deployment that reduced bandwidth by 4.39 · 10^7 bytes or 24%, as shown in Figure 4.

While these experiments prove the effectiveness of applying ScatterD to legacy system deployments, it is important to note that ScatterD can also yield benefits if applied when initially designing a new system. If the potential processor utilization and network interactions of the software tasks that comprise the system are known, then ScatterD can be applied to potentially yield a deployment with reduced processor requirements and network bandwidth consumption.

Section 8: Concluding Remarks

Optimizing deployment topologies on legacy embedded flight avionics systems can yield substantial benefits, such as reducing hardware costs and power consumption. The following are a summary of the lessons we learned applying our ScatterD tool for deployment optimization to a legacy flight avionics system:

- Multiple constraints make deployment planning hard. Avionics deployments must adhere to a wide range of strict constraints, such as resource, collocation, scheduling, and network bandwidth. Deployment optimization tools must account for all these constraints when determining a new deployment.
- A huge deployment space requires intelligent search techniques. The vast majority of potential deployments that could be created violate one or more design constraints. Intelligent and automated techniques, such as hybrid-heuristic bin-packing, should therefore be applied to discover valid “near-optimal” deployments.
- Substantial processor and network bandwidth reductions are possible. Applying hybrid-heuristic bin-packing to the flight avionics system resulted in a 42.8% processor reduction and a 24% bandwidth reduction. Our future work is applying hybrid-heuristic bin-packing to other embedded system deployment domains, such as automobiles, multi-core processors, and tactical smartphone applications.
- ScatterD can be applied throughout system lifetime. Systems may initially include expansion resources for inevitable system maintenance and to support new software that becomes available during the 20 to 30 year system lifetime. Expansion resources can be used to support new software that is added to the system overtime. Expansion resources, however, are finite and may not be necessary for a large portion of the system lifecycle leading to increased system weight and cost for an underutilized architecture. Therefore it is critical that all system resources, such as processor utilization and network bandwidth, are minimized so that superfluous hardware is limited. ScatterD can determine system deployments, and minimize network bandwidth consumption and processor utilization so that additional resources are present to support new software as it becomes available later in the system lifecycle.

The ScatterD tool is available in open-source from the Ascent Design Studio <http://ascent-design-studio.googlecode.com>. A document describing the flight avionics system case study outlined in Section 4, as well as additional information on ScatterD, can be found at the SPRUCE web portal <http://www.sprucecommunity.org>, which pairs open industry challenge problems with cutting-edge methods and tools from the research community.
1. This work was sponsored in part by the Air Force Research Laboratory under FA8750-08-C-0064 & FA8750-08-1-0025.
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Increasingly diverse and complex threats, coupled with decreasing budgets have provided the perfect incentive for the software and systems communities to increase attention to working smarter, being more innovative, and becoming much more efficient. The efficient and effective application of new and emerging technologies and methodologies is critical to helping warfighters, and those who support them, respond to those increasing threats. A revitalized SSTC 2012 will be an ideal forum for systems & software professionals to become smarter, gain a broader perspective of the choices and challenges they face, and collaborate with others who face similar challenges. Whether it’s implementing cyber security, Better Buying Power acquisition guidance, or robust yet flexible architectures, or understanding how to apply agile development strategies or cloud computing solutions, SSTC 2012 will bring SW professionals together to discuss, learn, and collaborate. Plan now to embrace the challenge of becoming smarter, more innovative, and efficient. Join us at SSTC 2012 ... then return to work better prepared to do more without more.
Visit <http://www.crosstalkonline.org/events> for an up-to-date list of events.

**MILCOM 2011**  
7-10 November 2011  
Baltimore, MD  
<http://www.milcom.org>

**GovSec West**  
14-16 November 2011  
Phoenix, AZ  
<http://govsecinfo.com/Home.aspx>

**IEEE International Conference on Technologies for Homeland Security**  
15-17 November 2011  
Waltham, MA  
<http://www.ieee-hst.org>

**Software Assurance Forum Working Group Sessions - Winter 2011**  
28 November - 2 December 2011  
McLean, VA  
<https://buildsecurityin.us-cert.gov/bsi/events.html>

**Cybersecurity Conference**  
8-9 December 2011  
Washington, DC  
<http://foseinstitute.org/Home.aspx>

**National Security Technology Expo**  
6-8 February 2012  
San Diego, CA  
<http://www.ubm.com>

**Software Assurance Forum - Spring 2012**  
26-30 March 2012  
McLean, VA  
<https://buildsecurityin.us-cert.gov/bsi/events.html>

**GovSec 2012**  
2-4 April 2012  
Washington, DC  
<http://govsecinfo.com/Home.aspx>

**Systems and Software Technology Conference**  
23-26 April 2012  
Salt Lake City, UT  
<http://sstc-online.org>
**The word geek** is not new to the American vernacular. In fact, it has been around for a century or more, but its usage seems to be exploding. A quick web survey of websites found 15 sites using the term “geek” within their URL. Within the same search I found six major product lines using the word geek in the naming of their products. There are board games, movies, clothing lines, and categories of geeks ranging from physics and math geeks to sports and art geeks.

It is possible for a person to read Geek Magazine, Geek Weekly, or Fashion Geek—the Book. You can watch “Beauty and the Geek” on television, you can buy geek wear on hats, shirts, and coats. I have even seen the words “Geek 4 Life” tattooed on a person’s arm, which seems to be a contradiction in lifestyles. Remember when it used to be the bad boy with the tattoo who picked on the poor, little, helpless, tattooless geek? The pop-culture acceptance of geekness has now blurred all those social categories. Face it, the term geek is far beyond cool and hip in the 21st century.

The word itself stems from early English and German dialects where it meant “fool.” The root still survives in Dutch and German dialects today. The more Western European and eventual American definition was originally used to describe circus performers who performed disgusting acts and side show novelties like biting the head off a chicken.

We are all much more familiar with the modern definition which is “a computer expert or enthusiast.” The term has been carried even further to now describe someone with super intellect and power. As we all know, it is now very chic to be a geek.

So how did the term geek outpace other terms and transform itself into the cool definition as it exists today? Why did other derogatory terms such as nerd and dweeb not make the same jump to social acceptance and then to status symbol? I will tell you why (and this is where I insert my opinion) but, it is an opinion with which I think you will agree. Geeks are cool because of the things they do which are exhibited everyday in software. They defend a nation. It can truthfully be said that the modern-day safety and defense of our nation rests, at least partially, on the shoulders of geeks. And that is one major reason why it is cool.

My personal opinion is our defense software engineering community is in personal possession of Super-Geeks; geeks that can do anything given the time to build it. It does not matter if they are computer scientists, electronic engineers, or some other derivative or hybrid of the two. They can do anything with software. I am completely and utterly impressed on a daily basis by the cool things our geeks do. The way they give new life to aging aircraft, the way they add new capabilities to previously listless systems, and the way they provide both physical and cyber security by the striking of a few keys on a keyboard.

I have entered the world of geektown as a geek-geek, or in other words, I am geeky about geeks. Just for fun, I began asking some of my co-workers if they considered themselves geeks, and if they welcomed the moniker. Here are two comments I received from some self-described geeks:

“I have been called a geek and I felt it was a compliment”

“I like being called a geek because geeks have style. I do not like the term nerd, because I think nerds have no social skills.”

It appears there truly is a Geek Mystique and it is one of self-confidence, intellect, hipness, and to some degree—power. The geek shall inherit the earth, or from the looks of who is running things these days, they may already have.
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