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The family of software methodologies known as agile is a group of iterative and incremental development approaches where requirements and solutions evolve through collaboration between self-organizing, cross-functional teams. In all cases the goal is for teams to have the ability to respond to change while following an agreed-to plan, and applying an iterative approach in order to provide customers with early and continuous delivery of software. The stability is contained in teams that carry this out in a repeatable way based on a core set of principles.

While there is no single agile method, there are several methods that are influenced by agile principles in various ways. These span the spectrum from Extreme Programming to Scrum to TSP as well as others. In the end, the methods used to implement the process must be a good fit for the environment and the quality of the products required. Factors that influence the applicability of this "right fit" include size, complexity, safety, quality, cost, and schedule.

Agile principles may apply to projects that have development cycles that go anywhere from a few months to two or more years. Other factors that must be taken into account include the ability of an organization to adopt agile practices; the suitability of agile practices for a given product; and the suitability of agile practices for the organization responsible for product development. Agile principles embrace requirements changes, enable delivery of software frequently, emphasize the need for daily interaction between customers and developers, and value self-organizing teams. Agile processes provide sustainable development, call attention to the need for technical excellence and good design, and view simplicity as essential. In this environment, leadership must establish a regular drumbeat of face-to-face conversations with development teams to plan and track project status. To be effective at planning, tracking, and improving, these teams collect basic measures that reveal status during a project cycle and opportunities for improved future planning and other aspects of the methodologies being applied. Finally, these teams must decide together the priority of the products to be delivered according to the development environment and the needs of the sponsor and the user.

It is the attention to product quality plus the application of repeatable development methods that leads us back to the focus of this issue on Rapid and Agile Stability. I invite you to consider effective and repeatable software system development and maintenance approaches in both an agile and systematic way as you enjoy the articles in this month’s issue of CrossTalk magazine.

Ms. Joan Johnson
Director, Software Engineering
Naval Air Systems Command
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Abstract. Truly viable software—mobile device apps, services, components—are being written by one-person teams, thus demonstrating the need for engineering discipline at the individual level. This article examines effort estimation for individuals and proposes a lightweight approach based on a synthesis of a number of concepts derived from existing team estimation practices.

Software engineering is usually portrayed as a team activity, one where a myriad of technical players are choreographed to build a software solution to a complex problem. With such a perspective, estimating the effort required to write software involves a top-down view of development projects. Effort is forecasted based on a characterization of previous projects that is intended to represent teams performing to the statistical norm. While large projects are predominant—especially in the DoD environment—the fact remains that teams are made of unique individuals, each of whom write software at a different tempo and with different properties. At some point in a project, the top-down prediction of required effort must be tempered with a bottom-up frame of reference in which the team fades from being a group of generic members to being a collection of distinct persons.

Historically, estimation methods have focused on effort at the team level. Recent agile software development practices have shed light on taking individuals—who are acting as part of a team—into consideration. Emerging trends in software development for mobile devices suggest effort estimation methods can be employed for one-person endeavors and those methods can benefit teams, but those methods are still very much in their infancy. This paper examines effort estimation from the one-person team perspective and describes a lightweight effort estimation technique in that light.

Rise of the One-person Team

One-person software companies—historically referred to as shareware authors, but more recently labeled “micro Independent Software Vendors,” or microISVs—are on the rise, fueled in part by the proliferation of free and open source tools and new ecosystems, such as Apple’s App Store and the Android Market. In fact, metrics gathered by AdMob, a mobile advertising network, estimated the market for paid mobile apps in August of 2009 at $203 million [1]. That is an estimated $2.4 billion per year, for mobile apps alone, where the greatest barrier to entry is the cost of the mobile device.

For example, publishing a game in the Apple App Store requires an investment of around $100—not including a device—as the only requirement is the $99 per year to join the Apple iOS Developer Program [2]. Publishing an Android app is even less costly since the developer membership fee is only $25 [3]. Both platforms boast generous support documentation, which is freely available on the Apple and Google websites, respectively. Furthermore, many books are available for app authors wishing to dive deeper into the technologies of these platforms.

In addition to the mobile app market, opportunities exist in other markets, such as the traditional downloadable software venue as well as the relatively new concept of Software as a Service (SaaS) websites. Gartner Research measured worldwide SaaS revenue for 2010 at $10 billion and should reach $12.1 billion in 2011 [4].

MicroISVs encapsulate the entire spectrum of company activities into a single individual. As a result, the successful microISV focuses only on those activities that provide clear, measurable benefit and contribute directly to the bottom line; all other activities are deemed unimportant and are, as a result, discarded. It is through this natural selection process that successful microISV founders learn what is essential to the operation of a business and what is not. Unfortunately, the benefits derived from certain activities may not be directly visible. Many business activities—such as planning and risk management—are proven to provide measurable benefit, but may seem unimportant to a microISV operator confronted with the daily operations of a business. Too often, this category includes non-technical activities, such as taking the time to understand the size and scale of upcoming work (e.g. estimating effort).

The Plight of the Individual Estimator

MicroISVs are not the only one-person software development operations in action. Regardless of the size of the team (enterprise, company, firm, etc.), software development still boils down to the individual on the front line—the developer. No matter what label is given to the developer (microISV owner, consultant, or team member), it is his or her responsibility to help craft estimates and to manage his or her own time. The motivation varies, depending on the circumstances. For example, microISV owners might primarily use estimates to plan release cycles and orchestrate business and technical tasks. Consultants might use personal estimates to provide billing estimates. Team members could use personal estimates to validate requested delivery dates and coordinate time allocations among multiple activities and projects. However, individual software engineers remain
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Estimation Landscape 
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Regardless of the circumstances and rationale, many individual developers are not equipped to construct and derive benefit from personal effort estimates. The spectrum of effort estimation approaches is broad, often overwhelmingly so. At the near end of the spectrum lies guesswork; at the far end lies formal models. The former is quick, but difficult to tune; the latter involves complex mathematical calculations to model past performance and requires a heavy investment of time. The agile software development movement strives to strike a conciliatory balance that takes advantage of individual expert opinions adjusted by the collective wisdom of multiple participants. Planning Poker [6], for example, exemplifies this philosophy of guessing effort individually then attenuating the range of guesses through team dialog. Up to this point, there are no single person equivalents to Planning Poker (i.e., “Planning Solitaire”). 

Additionally, developers do not see a benefit to themselves in constructing an effort estimate. This is due in part to the tools and techniques currently available to the individual, which are either too heavyweight or non-existent. Either the process of constructing the estimate takes too much time and effort (heavyweight) or it produces low-quality results (lightweight or guessing). In either case, the ROI does not fit the circumstances. What is needed is a lightweight effort estimating process, focused on the individual, capable of constructing an estimate with a reasonable degree of accuracy. 

Estimation for the One-person Team 

In 1995, Watts Humphrey introduced the Personal Software ProcessSM (PSPSM), which defined the first published software process tailored for the individual [11]. PSP defines a highly structured approach to measuring specific aspects of an individual’s software development work. With respect to effort estimation, PSP employs a proxy-based approach referred to as Proxy-based Estimating (PROBE). In general, a proxy is a generic stand-in for something else, where the two objects’ natures are similar. With regard to software estimating, a proxy is a completed task of similar size to an incomplete task. Therefore, it can be assumed the time to complete the second task should be similar to that of the first. PROBE specifically uses a lengthy, mathematical process for determining anticipated SLOC, which are used to compare tasks and find an appropriate proxy from which a time estimate is derived. 

PSP has demonstrated popularity in both academic and business environments. Businesses, such as Motorola and Union Switch &
Signal, Inc, have adopted PSP and claimed varying degrees of success. Many universities have integrated PSP into software engineering courses in an effort to demonstrate and measure the value of a structured personal development process. A University of Hawaii case explored some of the benefits and criticisms of PSP [12]. The study demonstrated that students using PSP developed a stronger appreciation for utilizing a structured process. However, the study also noted PSP’s “crushing clerical overhead,” which could result in significant data recording errors.

Interestingly, Humphrey’s Team Software ProcessSM (TSPSM) [13] corroborates the fusing of individual estimation efforts into a team-level estimate. Individual members of TSP teams practice PSP and employ individual PSP-gathered measures in making team-level estimates.

Researchers at Auburn University have developed a lightweight alternative to PSP, known as Principle-Centered Software Engineering (PCSE) [14]. PCSE uses a proxy-based approach to estimating SLOC, which is clearly lighter weight, yet still relies on non-trivial, mathematical models to produce a result. On one hand, the lightweight nature of PCSE calculations overcomes the heavy mathematical models of PROBE. On the other hand, the use of SLOC limits the usefulness of PCSE in graphical or web-based development, which may include graphics, user interface widgets, etc.

The informal survey of ASP members reveals anecdotal evidence that software engineers typically opt for a “gut-feel” approach, where effort estimation is based on no more than educated guesses [15]. This impression is especially true of software engineers working outside the constraints of an organization, which typically mandates the use of formal tools and processes. Since developers typically estimate 20-30% lower than actual effort [16], this would explain why the gut feel approach is typically heavily padded.

A “Better Than Guessing” Agile Approach

A void exists in the spectrum of effort estimating tools, specifically focused on lightweight tools for the individual. Sort Insert Size Estimate (SISE) represents a new approach to forecasting future software development effort by combining a standard regression model with relative task sizing. SISE introduces an agile approach to sizing by the individual in much the same way Planning Poker introduced agile sizing to the team.

Specifically, the SISE model guides the estimator through the process of organizing future tasks, not by matching them to historical analogies, but by size ranking, relative to historical tasks with known effort measurements. The SISE model then derives its results based on a simple principle: if the perceived size of a future task falls in between the actual size of two historical tasks, then the actual effort of the future task should also lie between the actual effort of the two historical tasks.

For example, assume two tasks have been completed on a project by a software developer: the first task in four hours and the second in six hours. A third task is then assigned to the developer, who estimates the relative size of the task to be somewhere between the first two tasks. It can be assumed, then, that the actual effort for the third task is somewhere between four and six hours. Note that this approach does not necessarily produce a single value estimate, but rather an upper and lower bound for the estimate (i.e. prediction interval).

If a single-value estimate is required, it can be extracted from the prediction interval in a number of ways. One approach to deriving a specific value for the estimate is to take the upper bound values. This produces a high confidence estimate, yet strongly resembles the practice of “padding” the estimate (i.e. playing it safe). Another approach involves simply averaging the upper and lower values and relying on the law of averages to even out the errors. In many instances, this approach may produce a specific value that is “good enough” for the circumstances with a minimal amount of effort and complexity. A third approach relies on a simple statistical analysis of the developer’s historical data to produce a weighting factor which is applied to the upper and lower bounds to produce a single value. Simply put, the weighting factor represents where, on average, the developer’s actual effort for all tasks fell between the upper and lower bounds of the estimates for those tasks. For example, a developer who, on average, completes tasks exactly at the midpoint between the upper and lower bounds of the estimate will possess a weighing factor of 0.5.

In its simplest form, the SISE model is specifically targeted at individual software developers, such as microISV operators, independent consultants, and team members. The approach’s strength lies in the fact that individuals may develop reasonably accurate personal estimates based on their own historical data, while excluding team-level factors such as communication and overhead costs. Although the factors involved in a team-level estimate are more numerous, project-level estimates may also be derived with the assistance of the SISE model by combining individual team members’ estimates and applying existing, proven approaches to adjusting for overhead. Another, more radical application of SISE might involve treating entire projects as tasks and deriving an estimate in the same manner as used by individual developers. This type of application would be most useful in certain organizations, which insist on estimates extremely early in the development cycle (i.e. before requirements are fully elaborated and understood).

Obviously, the SISE approach requires a calibration period, during which a historical data pool is constructed for deriving future estimates. Fortunately, many organizations and individuals already track effort expenditures, via time sheets or project management tools, providing a ready source for historical data. This leaves a historical gap for new developers and for environments lacking historical records. Fortunately, the calibration period can be relatively short, depending on the typical size variations in tasks; organizations with task sizes that vary widely will require a longer calibration period to derive a suitable data pool of historical values. Although not recommended, in the absence of historical data, it is possible to use another software engineer’s actuals as a surrogate data pool and then rotate surrogate data out as actual developer data becomes available.

A variety of other factors exist which may affect the accuracy or precision of an estimate. These factors—such as programming environment changes, statistical outliers in the data set, data recording and accuracy, and granularity—must be ad-
dressed in a consistent manner when implementing the SISE model in an organization’s environment. The key to successfully applying this approach lies in the individual’s ability to recognize and adjust for these factors.

Conclusion

The emergence of software written by one-person teams—mobile device apps, services, components—renders inaccurate the portrayal of software engineering exclusively as a team activity. It brings a vanguard of exciting concepts in which the individual plays a pivotal role in not only creating viable software, but in controlling the development process. Systematic effort estimation, once the province of teams, has benefit to individuals as well; however, it, like so many other software methods, has to be stripped of unnecessary tasks if individual developers are to reap that benefit. It has to be intuitive, usable, and produce results that are more accurate than outright guessing.

Further Information

The SISE model is currently under development at Auburn University by IT veteran and graduate student Russell Thackston. The model is currently under evaluation by Auburn University’s Computer Science and Software Engineering program.
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Abstract. Years before the Agile Manifesto [1] was created in 2001, effective practices for managing projects were being applied to reduce project cycle times and reduce costs while increasing productivity and quality. Agile [2] principles that emerged from the manifesto promulgated rapidly throughout industry on software development projects at first, and eventually into projects that were not software centric. This article focuses on the application of Scrum [3], an agile project management method that uses simple practices to enable stability for the execution of systems engineering (SE) activities and the development of requisite systems engineering work products throughout the product development lifecycle.

Introduction

The background and history of using agile on software development projects are well documented by the IEEE, the National Defense Industry Association conferences, and through workshops, papers and technical articles published by the SEI. The successes of agile software development projects have attracted tremendous interest throughout the SE community. There has been an upsurge within academia and industry advocating the use of these practices and principles to implement agile SE and reports of successes are emerging. This article identifies key drivers that are paramount in stabilizing agile-based SE product development efforts, lessons learned from empirical experience, specific areas of practice that were difficult to implement, and requisite infrastructures that must be in place before considering agile at the SE level.

Agile Systems Engineering Stability Drivers

There are some interesting contrasts between traditional (or waterfall [4]) project management and agile project management:

• High overhead vs. focused work: Traditional projects suffer excessive overhead caused by lengthy meetings that waste valuable team time. Agile projects concentrate on guiding committed work in progress through short, time-boxed ceremonies.
• Mature designs vs. incremental development: Traditional projects place too much emphasis on first completing mature architecture and design including features and functions that may rarely, if ever, be used. Agile thinking demands that the product and its associated artifacts be developed incrementally through a series of short iterations guided by frequent customer feedback throughout product development.
• Command-and-control vs. empowered teams: Project managers are trained (and certified through formal project management training) to exercise authority and direction of project members in order to accomplish predefined and measured goals. Agile projects, with participation of the existing project management authority, allow teams to self-manage and self-organize so they can become increasingly synergistic and efficient.

Agile Project Planning

The goals of agile project planning are defined in four critical artifacts: product vision, initial backlog of requirements, roadmap, and release plan.

The product (or project) vision must be created by the project visionary, typically the product owner. When implementing a Scrum approach, the product owner coordinates with key stakeholders to describe a desired state of the product in a series of release increments. The vision should be a clear and succinct statement describing the product’s capabilities and features that set it apart from anything built in the past. The vision statement must convey the expected value expressed by the customer or as specified in the contract. It should also include the company’s or project’s motivation of using Scrum to manage its development, the product’s key features, potential, and most significant risks with corresponding mitigation strategies.

The backlog, or product backlog as it is coined in Scrum, is a prioritized list of tasks encompassing everything essential to the success of the product. The priority of items listed in the backlog is typically driven by the customer.

The product roadmap is a translation of the product vision into product feature development terms. It describes “what” needs to be completed or implemented, and it should map development timelines of the product that reflect major features, a set number of releases, both internal and external, and the number of iterations planned for each release cycle. The roadmap should be updated prior to the start of each release cycle to ensure changes directed from the customer or as a result of product backlog re-prioritization are communicated to the core project team and its key stakeholders.

Release planning involves key stakeholders in determining incremental releases for the product development. The release plan describes the “how” and includes the details of the product roadmap. It also includes details of product development that extend throughout the lifecycle of the project.

About Scrum

Scrum is an agile framework for managing complex projects. Originally Scrum was formalized for software development projects, but works well for any complex, innovative scope of work. The possibilities are endless.

The Scrum framework is deceptively simple:
The product owner creates a prioritized feature wish list called a product backlog.

The team has a defined amount of time, called a sprint, to complete its work. A sprint is usually two to four weeks and the team meets each day to assess its progress (called the daily Scrum).

During a sprint [5] or iteration planning, the team pulls a small quantity of tasks from the top of the wish list—the sprint backlog—and decides how to implement those features during the current sprint.

During the sprint, the Scrum master keeps the team focused on its goal.

Task results at the end of the sprint are an executable increment of the product which is potentially deployable to a customer, put on a storage shelf, or demonstrable to a stakeholder.

The sprint formally ends with a sprint review and team retrospective.

The next sprint begins with sprint planning where the team chooses another chunk of the product backlog and begins working on the new features.

The cycle repeats until enough items in the product backlog have been completed to finalize the product, the budget is depleted, or a programmatic deadline arrives. Which milestone marks the end of work is entirely specific to each project. No matter which impetus stops work, Scrum ensures completion of the most valuable work before the project ends.

Scrum employs an iterative and incremental method for managing projects. Scrum has no ties to the Project Management Institute [6] and it is not part of the Project Management Body of Knowledge [7]. Although Scrum was originally recommended for software development projects, it is easily applied to just about any type of project. This means that Scrum can and has been used as a framework to manage a wide range of non-software-centric projects.

Scrum uses a set of simple practices that drive development stabilization:

- Scrum relies on active customer participation. Open communication with the customer provides visibility into issues and problems that may have adverse effects on project schedule, cost, and product release. When the customer is multitasking or otherwise not available to participate in technical interchanges, such as product reviews, they invite problems that will cause things to go awry.
- Daily stand-up meetings are short, time-boxed meetings that keep the team focused on communicating what they have accomplished since the last meeting with other team members, what they plan to do next, and any impediments that are keeping them from achieving planned work.
- Extensive planning is conducted prior to iteration activities to ensure development environments are available and that team members have everything they need to complete their tasks. Planning is conducted on the first day of each iteration so the team knows the overall goal and can determine how all work will be completed. Iteration planning assures the team commits to an amount of work it can complete during the iteration with a high probability of success.
- Estimating work in terms of requirements is conducted by all key stakeholders at the beginning of every project, and by the team at the start of each iteration throughout the project.
- Iterative development involves short, single passes through an entire development lifecycle. Short iterations are necessary to obtain early and frequent feedback from customers and other key stakeholders.
- Prioritized work contained in a product backlog encompasses all project requirements. Priorities are based on customer decisions or are business driven to ensure that only requirements bringing the most value to the customer are completed first.
- Reviews of work products completed during the iteration assure that adequate verification and validation take place.
- Self-organized agile teams must be empowered to make decisions, consult with domain and subject-matter experts, and select work tasks in an appropriate and logical sequence.

The Scrum Process

Scrum is a simple framework with three roles, three critical artifacts, and four low-overhead ceremonies (or meetings). The roles are:

**Product Owner:** The product owner represents the voice of the customer and is accountable to ensure that the team delivers value to the business. The product owner is responsible for taking all the inputs defining the product from the customer or end-user of the product, as well as from team members and stakeholders, and translating them into a product vision. In some cases, the product owner and the customer are one and the same; in other cases, the customer might actually be millions of different people with a variety of needs. The product owner writes customer-centric items, prioritizes them, and adds them to the product backlog. Scrum teams should have one product owner and, while they may also be a member of the development team, it is recommended that this role not be combined with that of the Scrum master. [Note: There are many instances of multiple individuals filling the role of the product owner to assure domain or technical knowledge is available to the team.] The product owner role maps to the product (line) manager position in many organizations.

**Scrum Master:** Scrum activities are facilitated by a Scrum master, also written as ScrumMaster, who is accountable for removing impediments enabling the team to deliver the iteration or sprint goals and deliverables. The Scrum master is not the team leader but acts as a buffer between the team and any distracting influences. The Scrum master ensures that the Scrum process is followed and is the enforcer of rules. A key part of the Scrum master’s role is to protect the team from distraction and keep them focused on the tasks at hand. The role has also been referred to as servant-leader to reinforce these dual perspectives. The Scrum master is responsible for helping the team be successful. The Scrum master is not the manager of the team; he or she serves the team helping remove impediments, facilitating meetings, and supporting the practice of Scrum.

**Team:** The team is responsible for developing and delivering the product and is typically made up of five to nine people with cross-functional skills. The team should be self-organizing and self-managed. SE teams using Scrum should be staffed with functional and technical SEs, a domain-knowledgeable architect and software engineer, and testers.
Scrum Artifacts and Transparency Tools

The product backlog is a prioritized list maintained throughout the entire project. It aggregates backlog items that are broad descriptions of all potential features prioritized by business value as an absolute ordering. The product backlog is “what” will be built, sorted by importance. It is open and editable by anyone and typically contains rough estimates of business value and/or development complexity. Those estimates help the product owner gauge the timeline and, to a limited extent, prioritize tasks.

The iteration backlog is the list of work the team must address during the next iteration. Selected product backlog items are broken down into tasks, which, as a best practice, should normally be between four and 16 hours of work. With this level of detail, the whole team understands exactly what to do. Tasks on the iteration backlog are never assigned. Instead, tasks are selected by the team members as needed, according to the set priority and team member skills. This promotes self-organization of the team. The iteration backlog is the property of the team, and all included estimates are provided by the team. However, the Scrum master may prefer to maintain this artifact to ensure it reflects iteration status in real-time. Often an accompanying taskboard or work-in-progress (WIP) board is used to view and change the state of the tasks during the current iteration.

The taskboard is a transparency tool that shows tasks in work during an iteration. The taskboard is updated by team members as they complete each task. As the tasks are accepted by the team members, they are checked out. Tasks are worked through completion and must be verified by the product owner before initiating another task. The team maintains the taskboard up to the “To Be Verified” column. Verification is done by the product owner and shown by the product owner moving the task to the completed column. If a team member completes a task, he/she cannot take credit until the product owner verifies it is complete. This is one of the most simple yet best transparency tools used on agile projects!

The iteration burndown chart displays a metric of remaining work in the iteration backlog. Updated every day, it provides a view of ongoing iteration progress.

Scrum Ceremonies

The daily Scrum or stand-up meeting is conducted each day and is facilitated by the Scrum master. During the meeting, each team member responds to three questions:

• What have you done since the last stand-up meeting?
• What are you planning to do today?
• Do you have any impediments that would prevent you from accomplishing your work?

The Scrum master facilitates resolution of these impediments, although all resolution occurs outside the daily Scrum itself to keep the meeting under 15 minutes. This meeting must always start on time, be conducted at the same location and time every day, and while anyone may attend, only team members are allowed to speak. Management is not allowed to speak and topics outside the strict agenda are scheduled for separate discussion.

Iteration planning for execution is conducted on the first day of the iteration. The core Scrum team (i.e. product owner, team, and Scrum master) meet to determine features that must be completed during the next iteration. At the opening of the meeting, the product owner explains the vision and product roadmap. From the product backlog of Prioritized Backlog Items (PBIs) he/she identifies what needs to be completed next. This meeting, facilitated by the Scrum master, consists of detailed planning activities between the product owner and the team. PBIs identified by the product owner for the next iteration are estimated for effort and complexity and then selected by the team. The number of PBIs selected is dependent on the team’s capability or their availability to complete selected PBIs during a single iteration. If the selected PBIs can be completed with a high level of confidence during the upcoming iteration, the team commits to those PBIs and the Scrum master enters the items into the iteration backlog. If they cannot be completed due to over-complexity or size, they are either decomposed or deferred unless they are the next highest priority items. During the second half of the iteration planning meeting, the team determines “how” to complete the selected PBIs by breaking down each item into quantifiable tasks and activities. This promotes “systems thinking” and ensures that all requisite and value-added steps are identified and implemented. As a standing rule for Scrum teams, all tasks must be completed and verified before a PBI can be declared “done” or available for deployment or delivery.

At the end of the iteration, team members conduct a review of all completed work with key stakeholders to validate the fact that requirements were interpreted accurately. The review sets up a conversation between the participants about what was done, a demonstration of prototypes completed, and a decision on what to complete next. Required iteration review attendees include all team members, the product owner, Scrum master (who faciliates the review), relevant key stakeholders, customer or customer representatives, users, and any interested engineers, domain experts, and managers. Attendance by all is vital to ensure that everything completed is presented, questions are properly responded to, and that feedback is given and received. During the review, the project is assessed against the iteration goal established during the iteration planning meeting. The Scrum master ensures the review does not exceed its time-boxed schedule (usually four hours or less). The team should be prepared to discuss what was done, how the iteration’s goals were met, and to demonstrate the product in its current state. At the conclusion of the review, the product owner acknowledges either acceptance of work products presented or deferral of work until it is more mature or good enough for release into product development or production.

Retrospectives are conducted to build team commitment, transfer knowledge to the next iteration, and share information with the customer, management, and other teams. The retrospective is the structured reflective practice that enables teams to learn and improve based on empirical experiences. It is a time-boxed meeting held with the team members, product owner, and Scrum master at the end of an iteration to:

• Discuss what was successful about the iteration or release.
• Realize what could be improved.
• Learn from experiences and plan for subsequent iterations.
• Plan to incorporate the successes and improvements in future projects.
• Share and pass along the learning experience.
• Make changes for the next iteration.

Retrospectives are conducted at the end of the iteration; however, a retrospective is very effective when conducted at the end of any event, that is, any time there is value for the team to pause for a few minutes to learn from its recent experiences. But be very careful; retrospectives are not conducted to identify mistakes and place personal blame or personal attacks. They should not involve the resolution of issues and problems, and should never become a planning meeting.

**Agile Helps to Stabilize Systems Engineering Defects**

Mapping the potential costs of defects found by various detection techniques to common development strategies versus the cost-of-change curve very clearly shows that using an agile approach is less costly than traditional approaches. It has long been realized that the earlier in the lifecycle a defect is corrected, the less costly. In the chart below, errors detected early and often by self-organizing teams who develop work products iteratively are much cheaper to fix than latent defects detected later in the project lifecycle. [Source: Numerous articles and papers published on the subject.]

**Agile/Scrum Practices for SE**

Agile SE for software development was first implemented in Boeing on two very large programs consisting of multiple engineering domains. Agile SE teams defined and developed requirements and functions in the form of user stories [8], developed and demonstrated prototypes and received real-time user feedback, and created a product backlog for software development.

Using agile to conduct SE activities and create SE work products is a viable approach to reduce overhead and lengthy schedules. Most of the agile principles and Scrum practices can be applied to SE teams, for example:
• Conducting four-week "requirements iterations": Considering the amount of coordination and collaboration with domain and subject-matter experts required, four-week iterations is a good point of departure for requirements iterations. During project execution, if the team feels they can improve productivity by changing the iteration duration, then it should be allowed. Test for a month or two to validate the increase in productivity is working.
• Staffing systems engineering teams with systems engineers, business and/or functional analysts, tester, and at least one domain-knowledgeable software engineer. Much of the verification work is accomplished using this mix of expertise.
• Empowering the team by providing them with the requisite authority and everything they need to be fully functional and productive.
• Developing SE work products incrementally using the agile principles and Scrum practices.
• Writing requirements in user story format including requisite acceptance tests.
• Conducting iteration planning meetings on the first day of every iteration.
• Conducting brief daily stand-up meetings (15 minutes or less).

**Key Things Learned Using Agile/Scrum**

The following are examples of what was learned implementing agile on SE projects:
• Scrum is a natural approach to managing a project, and teams like the simplicity of the Scrum framework.
• Close collaborations improve significantly between team members and key stakeholders using Scrum.
• Impediments, issues, problems, and potential risks are identified early and often in real-time through short, daily stand-up meetings.
• Retrospectives can become boring and mundane if action plans are not implemented aggressively and followed through.
• Periodic Scrum of Scrums meetings on large programs optimize communications and information sharing across project teams and the greater organization.
• Product owners with sufficient domain knowledge and overall understanding of the product are hard to find and retain.
• Scrum masters are daunted when attempting to facilitate more than two teams.
• Adoption of agile on SE projects is slow due to an overall resistance to change.
• Simple inexpensive transparency tools are very effective (e.g., WIP board, backlogs, burndown charts).
Figure 2 – SE V Diagram With Agile

The Systems Engineering “V” and Agile Enablers

An effective way to see where agile can be applied to SE is to revisit the SE V-model (see below). The fundamental SE processes include:

- Requirements analysis
- Functional analysis and allocation
- Synthesis and integration
- Verification and validation
- Systems analysis and control

The left side of the “V” involves identification and decomposition of requirements, functions, and design. The right side of the “V” includes the integration and characterization of product development. All of the attributes supporting the fundamental SE processes either have been or can be enabled using Scrum’s simple practices.

During early system development an initial examination of customer needs, often referred to as a statement of need, is always necessary, but is especially critical if initial customer requirements are not available. The first product generated from examination of the statement of need is a feasibility analysis. The application of Scrum at this early stage introduces the framework for developing follow-on functional system requirements.

Alternative technology options and design considerations can quickly be identified and assessed during product backlog development activities. Because the customer’s view is represented through the product owner, the team has this perspective available to them as they quickly identify, assess, and document their findings.

The strength of the Scrum process of infusing customer insights through the product owner throughout the planned series of iterations performed is important. Quality Function Deployment (QFD) [9] is often used in systems engineering customer engagement activities. The QFD is designed to establish a communications dialog and elicit customer input on end-state goals and objectives. The findings of a QFD are used to frame the contents of the statement of need and reflect the customer’s perspective in the feasibility analysis report. A fundamental weakness of QFD is that it is almost exclusively performed as a single activity, usually early in the feasibility analysis timeline. Because this is an instant-in-time view of the customer’s perspective, emerging customer concerns and needs are lost. The Scrum framework of continual customer participation throughout an incremental lifecycle provides the most current customer view for the system development process. Applying a disciplined Scrum approach ensures the feasibility analysis has customer buy-in throughout the study. The resultant Scrum-based feasibility analysis establishes a customer-aligned baseline that drives the development of operational user requirements, conceptual designs, and follow-on system-level requirements and specifications.

Conclusion

The Scrum agile approach is by far the most widely used and implemented technique [10] adopted by software and systems development teams because of its simple practices and empirical process control [11]; but Scrum is a significant cultural shift from more traditional ways of project management. Scrum roles differ significantly from traditional roles and frequently cause confusion among general engineering and business communities alike. Scrum terminology is foreign to most and change from the status quo is not only difficult, but is often initially resisted. Scrum is most effective when used as a wrapper for the organization’s existing engineering practices and improved as necessary during product delivery or deployment increments. Scrum provides an environment where everyone can feel good about their job, their contributions, and that they have done their very best.
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Architecting for Sustainable Software Delivery

Ronald J. Koontz, Boeing
Robert L. Nord, SEI

Abstract. With increasing emphasis on avionics system rapid development and reduced cycle times, software architecting practices can be applied with agility to enhance evolving stakeholder concerns while sustaining long-term business goals.

Software intensive systems, and in particular military avionics platforms, are facing both shrinking defense budgets and the continued expectation for more advanced mission capabilities. The business case is that it is much more affordable to extend existing platform capabilities than to consider new platform designs. Over a product lifecycle, business goals and objectives continue to evolve as capabilities are realized. Paramount to enhancing current platform capabilities is an extensible and sound avionics system and mission-computing software architecture.

This article describes the role that five architecture practices are continuing to play in enabling the Apache Block III program to achieve long-term business goals. Agility is applied according to Jim Highsmith’s definition, which describes it in terms of balancing flexibility and stability [1]. Such agility enables architectural development to follow a “just-in-time” model that complements iterative and incremental enhancement development and integration [2]. Delivery of capabilities is not delayed pending the completion of exhaustive requirements and design activities and reviews. At the same time, architectural agility maintains a steady and consistent focus on continual architectural evolution in support of emerging capabilities.

The Networked Common Operating Real-Time Environment (NCORE) software architecture for the Apache Longbow helicopter Mission Processor provides a case study to illustrate the architecting practices that support agility and sustainment of long-term business goals. The NCORE architecture was initially developed and flight-tested during the jointly funded Army Aviation Technology Directorate (AATD) and Boeing Manned/Unmanned Common Architecture Program, Phase II (MCAP II). The MCAP II risk reduction program initially focused on the evaluation of emerging software technologies such as real-time Java.

Since then, the NCORE architecture continues to evolve on the Apache Longbow Block III Program. The driving architectural requirements include safety, performance, availability/reliability, modifiability, and interoperability. As initial platform capabilities are realized and as avionics computing lifecycles shorten, increased emphasis is placed on extensibility and the desire to host applications developed by third parties. In parallel, embedded infrastructure software must be architected to reduce overall time and cost to incorporate hardware upgrades (proactive obsolescence management) and to enable the hosting of new or existing application-level software.

In the section that follows, each practice is described and illustrated with an NCORE architecture example. Next, incremental delivery of new capabilities is described in terms of how it is realized by combining all of the practices. Finally, the essential characteristics of the practices are summarized according to agile development and architecture criteria. This summary provides a checklist to aid learning for others developing software-reliant systems, and provides feedback on whether their application is on track to help meet project goals.

Architecture Practices That Balance Flexibility and Stability

Architecture best practices are a set of actions, methods, techniques, and/or strategies applied to software architecting and the software lifecycle that are well proven and known to yield desired outcomes without introducing unnecessary program risk. Those architecting practices that are leveraged by the NCORE architecture and that can be broadly applied to avionics platforms are now described and analyzed from the point of view of agility.

Incremental/Iterative Development

NCORE architecture and application software artifacts are developed using an incremental and iterative development lifecycle [3], notionally shown on a fiscal year calendar in Figure 1. Based on periodic customer statements of work, incremental capabilities are planned, developed, tested, and fielded. For each statement of work iteration, integrated build and release plans are developed. To enhance testability and integrability, software builds contain two or more mini-builds that accelerate design, development, automated testing, and platform integration.

This incremental/iterative development approach parallels agile software development, with cross-functional/agile teams of requirements/integrators, coders, and testers working according to agreed-upon release planning (the build plan). Incremental/iterative
development further enables user feedback and refinement, fixes, and overall product enhancements to be folded back into product deliverables as the software matures.

Iterative loops within each build cycle map to mini-builds, and the quantity of mini-builds is adjusted to accommodate the functional complexity of the build. For example, a typical six-month build cycle may be decomposed into two or more mini-builds where multiple parallel teams execute independent work threads. Each team defines incremental build content that can most effectively produce overall build content objectives at the time of final build release. Incremental build content definition minimally considers work thread complexity and resource availability relative to overall build objectives.

Informed Technology-Insertion Decision Making

Informed technology-insertion decision making is built upon communication and knowledge sharing and is characterized as a cyclic and iterative process of understanding stakeholders’ concerns, making and documenting decisions, and evaluating the consequences. This communication provides near real-time, two-way dialog between architects and stakeholders. Both push and pull communication strategies are concurrently employed:

- **Push**: architecture and software design documentation. Information about the architecture is periodically provided to stakeholders.
- **Pull**: architecture evaluations. Periodic architecture evaluations collaboratively pull information from the business management, architecture team, and stakeholder community.

Together, these activities contribute to enhanced knowledge sharing across the integrated team.

The NCORE architecture description is centered on module, Component-and-Connector (C&C), and allocation views [3]. Several styles employ separation of concerns to capture architecturally significant artifacts. To maximize resources and avoid duplication, overlapping stakeholder concerns are combined by the architects into a concise set of architectural views. As the architecture evolves, the architects carefully analyze current concerns and anticipate future stakeholder needs to determine whether new views are required or whether existing views can be enhanced.

Table 1 shows the stakeholder-to-documentation-artifact-type matrix developed by the architecture team when initially developing NCORE architectural views. According to the Table 1 key, an individual stakeholder level of concern is identified as either "detailed," "some details," "overview," or "anything." The "anything" concern level signifies access to all readily available artifacts which can be browsed by any new stakeholder seeking rapid and broad architecture understanding. Software architects and development team members seek "detailed" Module and C&C view content, which convey static and runtime concerns, respectively. Overall, decomposition and layered module views are most popular across the stakeholder community based on the multi-faceted and layered NCORE architecture and the overlapping concerns they address.

![Figure 1: Notional NCORE Incremental/Iterative Development Lifecycle](image)

<table>
<thead>
<tr>
<th>Stakeholder</th>
<th>Module Views</th>
<th>C&amp;C Views</th>
<th>Allocation Views</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current and future architects</td>
<td>d d d d</td>
<td>d d d d</td>
<td>d s c d</td>
<td>d</td>
</tr>
<tr>
<td>Government project management</td>
<td>d 0 s 0 s s s s</td>
<td>d 0 0 s 0 s</td>
<td>d</td>
<td></td>
</tr>
<tr>
<td>Contractor’s project management</td>
<td>s s 0 s s s s</td>
<td>0 s s d d</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>Member of development team</td>
<td>d d d d</td>
<td>d d d d</td>
<td>s s d s</td>
<td>s</td>
</tr>
<tr>
<td>Testers and integrators</td>
<td>s s d s s s s</td>
<td>s d d s</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>Third-party developers</td>
<td>d s d s d s</td>
<td>s s s s</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>Maintainer</td>
<td>d s d s s s s</td>
<td>s s s s</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>Analyst for performance</td>
<td>d s d s s s</td>
<td>s d d d</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>Analyst for safety</td>
<td>d d s s d s</td>
<td>d d d d</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>New stakeholder</td>
<td>x x x x x s</td>
<td>x x x</td>
<td>x x x x</td>
<td>s</td>
</tr>
</tbody>
</table>

Key: d = detailed information, s = some details, o = overview information, x = anything

Table 1: NCORE Stakeholders and Architecture Information That They Find Useful
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Frequent architecture information exchange among stakeholders fosters creativity and identifies continual opportunities for further exploitation of NCORE architecture capabilities at acceptable program risk levels.

**Frequent Architecture Analysis and Improvement**

Customer collaboration over contract negotiation is a well-known agile development practice. Agile design involves alternative analysis and trade-offs among evolving stakeholder concerns and among the significant design decisions made to address them. Periodic architecture evaluations enable and compliment continuous stakeholder education. Stakeholder knowledge sharing enables product improvement through exploitation of diverse viewpoints. Investing in frequent improvement, recognized as an "inspect and adapt" best practice, is about enhancing product capability based on direct stakeholder input and stated business goals.

A team of experts, composed of members of the Carnegie Mellon University SEI and the U.S. Army, evaluated the Apache Block III NCORE software architecture by applying the Architecture Tradeoff Analysis Method® (ATAM®) [4]. The evaluation team pulled information from the business management, architecture team, and stakeholders in a goal-directed fashion. The evaluation team analyzed the architecture with respect to the business drivers and stakeholders’ concerns about quality attributes [5]. Discovered risks served as feedback and guidance to the architects and business managers, and these risks became the focus of follow-on mitigation and improvement activities. This continual cycle influences and sustains evolution of the architecture and business drivers in a predictable manner. In addition to identifying risks, other important benefits to performing evaluations include clarification of stakeholder concerns about quality attributes and enhanced communication among the stakeholders [6].

Reports from the field validate and affirm the value of conducting periodic peer reviews during the design phase of the software development lifecycle [7, 8]. Apache quarterly software design reviews led by software architects and subject matter experts further enhance customer communications and stakeholder engagement.

**Strategies and Patterns for Sustained Evolution**

Strategies for architectural governance and patterns for open systems and extensibility sustain long-term product evolution. Architecture evolution is enhanced through process-driven oversight centered on balancing flexibility and stability.

An Architecture Review Board (ARB) is tasked with governing the architecture to ensure that it evolves in a disciplined way. The ARB acts as an internal design review team of culturally diverse architects (differing viewpoints) and subject matter experts (specific domain knowledge) who are chartered to ensure minimally...
complex, consistent, and informed designs—all aimed at minimizing implementation time and cost and reducing the amount of rework.

The NCORE architecture is documented as a series of views [3] as required by evolving stakeholder needs. The software unit identification view is shown in Figure 2, and additional architecture documentation can be found in the work of Koontz [9, 10, 11].

Designing for extensibility promotes continued evolution and uses design patterns such as real-time technical metric reporting, publish-subscribe, client-server, and layering. Designing as an open system through nonproprietary application programming interfaces enables third-party software integration and the ability to move applications between CPUs during integration (to achieve load balancing, for example).

**Prototyping and the Research & Development (R&D) Test Platform**

The Apache Block III program continues to benefit from using and leveraging multiple prototyping activities. The MCAP II program, jointly funded by the AATD and Boeing, serves as an R&D flight test platform for evaluating emerging technologies targeted for production Apache. Targeted early prototyping significantly reduces program risk through technology culling and selective maturation. Examples of network-centric experimentation now transitioning into Apache Block III include tactical communication data links for H264 video streaming, soldier radio waveform, wideband networking waveform, Link-16, and manned/unmanned teaming. Agility in the form of cross-functional teams and R&D-focused culture is paramount to the success of proof-of-concept technology demonstrations that further enable rapid system integration with acceptable program risk [12].

After emerging technologies are initially demonstrated and selected for product integration (new technology insertions), they are typically rapidly prototyped within the production environment. Prototyping at this later point in the lifecycle enables parallel requirements definition and software development, a recognized and proven agile practice. Agile application shortens overall integration lifecycles by merging requirements definition with software development, test, and integration process steps.

**Applying Architecture Practices to Support Sustainable Delivery**

Now that the five practices have been individually explained, they are applied in combination to demonstrate how they support the evolving system and delivery of new capabilities.

Evolving stakeholder needs and business goals identified through architecture evaluation lead to new requirements for selected capabilities. Initially, NCORE started with a primary focus on open-systems architecture, performance, and reliability and is now moving toward flight safety and extensibility (realizing the planned technology refresh must satisfy very long-term program objectives). These new requirements trigger the infrastructure and application-insertion timelines in response.

For example, during an ATAM evaluation, an exploratory scenario identified height-above-ellipsoid as a common platform technique for improving weapons-delivery accuracy that could be easily implemented. This kind of change is supported and sustained by the architecture practices working interactively and in unison in accordance with Table 2. Alternatively, first-time Joint Tactical Radio (JTR) Link-16 integration is viewed as a much more complex insertion; however, application of the practices is equally relevant.

The incremental/iterative development shown in Figure 1, now being deployed for JTR Link-16 integration, allows for focused and time-phased requirements/architecture analysis, code, test, and integration activities for complex and less defined function deployment based on stakeholder priorities and choices. Time-phased incremental/iterative development enhances testability due to incremental design verification and just-in-time architectural decision making that must be coordinated and scheduled.

Informed technology-insertion decision making applies to both JTR Link-16 and height-above-ellipsoid. It enables communication and understanding among multiple stakeholders regarding a specific concern and its business priority. From Table 1, the statement of work and performance specifications represent formal and binding contractual agreements that convey customer requirements to the architects and program management. These documents are pivotal for Apache because they represent coupling between prior architecture evaluation and contractual requirements.

Frequent architecture analysis and improvement is centered on brainstorming exploratory scenarios using agreed-upon architecture artifacts. The architectural views, shown in Table 1, provide evidence that quality attributes are being satisfied during consideration of height-above-ellipsoid specific concerns relative to business goals and priorities.

Strategies and patterns for sustained evolution are employed and enforced by the ARB to ensure architectural integrity across the lifecycle. Patterns for open systems and extensibility provide support for making and localizing architecture change. Insertion agility is the result of identifying required architecture changes and employing an agile just-in-time methodology (e.g., adding secure socket library in support of Link-16 integration).

The NCORE architecture was first-flight proven in 2004, using the MCAP II Prototyping and R&D Test Platform. Initial NCORE demonstration validated the architecture capability to rapidly integrate new technologies and is the keystone open systems architecture enabler for the Apache Block III program. Additionally, network-centric experimentation has led to the customer’s decision to choose Apache Block III as the first JTR Link-16 integration platform.

Based upon discussions with the stakeholders, height-above-ellipsoid is being provided in a future enhancement statement of work and will soon be implemented and deployed. JTR Link-16 software development and integration continues to mature and evolve with the delivery of incremental capabilities.

**Agile Development and Software Architecture Enablers**

Table 2 characterizes the five architecture practices using established criteria from agile software development and software architecture fundamentals, including response to change, customer collaboration, quality attributes, and architecture, so they can be applied to benefit the development of other software-
RAPID AND AGILE STABILITY

<table>
<thead>
<tr>
<th>Response to Change</th>
<th>Customer Collaboration</th>
<th>Quality Attributes</th>
<th>Architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incremental / Iterative Development</td>
<td>Necessary processes are identified to respond to change</td>
<td>Functional requirements are communicated with focused criteria and business priority</td>
<td>Timeline of critical architectural decisions is clear and scheduled</td>
</tr>
<tr>
<td>Informed Technology-Insertion Decision Making</td>
<td>Dynamic environment and changing requirements are understood</td>
<td>Effective customer communication channels manage expectations</td>
<td>Architectural issues (e.g., technical debt) are tracked and managed</td>
</tr>
<tr>
<td>Frequent Architecture Analysis and Improvement</td>
<td>Waste is identified and trade-offs are managed (e.g., technical debt and defects)</td>
<td>Artifacts to keep multiple stakeholders informed are agreed upon and produced effectively</td>
<td>Quality attribute requirement analysis is in place and used to predict system properties</td>
</tr>
<tr>
<td>Strategies and Patterns for Sustained Evolution</td>
<td>Impact of uncertainty on the project is acknowledged</td>
<td>Technology insertions are driven and targeted by the user</td>
<td>Evidence is provided that the architecture satisfies quality attribute requirements</td>
</tr>
<tr>
<td>Prototyping and R&amp;D Test Platform</td>
<td>High-potential technologies are identified to respond to change</td>
<td>Pipeline of emerging technologies and technology insertions are mapped to evolving business goals</td>
<td>Quality attribute design is aligned to lifecycle maintenance</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Measurement environment is in place to monitor the implemented system quality and done criteria</td>
<td>Obsolescence risk management occurs via prototyping of newest avionics technologies (multicore processors)</td>
</tr>
</tbody>
</table>

**Table 2: Mapping of Practices to Agile and Architecture Criteria**

reliant systems across different domains. These criteria provide a quick look into the application of the practices and associated risks to enabling the ability to sustain software development and delivery at the expected velocity (pace) for large-scale, complex, multiyear projects [13].

**Key Takeaways**

- For software-intensive, multiyear projects, agile development, which is focused on rapid, short-term deliverables, must be complemented by sustainable architecture practices that ensure the incremental delivery of capabilities over the extended lifecycle of the product.
- Software architecture best practices support sustainable software delivery by leveraging established criteria from agile software development and by applying software architecture fundamentals that include response to change, customer collaboration, quality attribute trade-offs and analysis, and architecture governance. These practices are interrelated and interact to provide sustainable delivery of quality products.
- Architecting with agility can be applied across the lifecycle to continuously develop, deliver, and enhance software-reliant systems. ✖
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**Architectural Tactics to Support Rapid and Agile Stability**

Felix Bachmann, SEI  
Robert L. Nord, SEI  
Ipek Ozkaya, SEI

**Abstract.** The essence of stability in software development is the ability to produce quality software with infrastructure that will meet long-term business goals. The essence of rapid and agile development is the ability to deliver capabilities quickly based on customer priorities. Stability often requires cross-functional analysis and infrastructure support that will build foundational technology for the capabilities to stand on, which takes time and resources. But today’s organizations must attend to both agility and enduring design. This article presents three tactics that support rapid and agile stability: aligning feature-based development and system decomposition, creating an architectural runway, and using matrix teams.

Today’s organizations must design, develop, deploy, and sustain systems for several decades and manage system and software engineering challenges simultaneously; neither agility nor attention to enduring design can be dispensed with [1]. Systems developed at such a scale go through several funding and review cycles and are typically meant to operate for several decades, so longevity and stability are key goals. Shrinking defense budgets and continued demand for new capabilities add pressure to use rapid and agile development and deployment. All software-intensive systems relevant to the DoD fit this description due to the existing acquisition processes and the need to support the systems for extended periods of time in the field in order to manage costs.

This article presents the lessons we learned from our interactions with teams and individuals in the roles of Scrum master, developer, project manager, and architect on projects from organizations that develop embedded real-time software or cyber-physical systems. We observed that the following symptoms surface from the lack of stability to sustain rapid and agile software development:

- Scrum teams, product development teams, component teams, or feature teams spend almost all of their time fixing defects, and new capability development is continuously slipping.
- Integration of products built by different teams reveals that incompatibilities cause many failure conditions and lead to significant out-of-cycle rework.
- Progress toward meeting milestones is unsatisfactory because unexpected rework causes cost overruns and project completion delays.

If part of the problem is due to a mismatch, in which architectural decisions fail to support business goals including agility, then part of the solution is to introduce architecture in a coherent way. This does not mean to fall back to building all of the architecture in advance of development. It is possible to introduce the concept of incremental architectural development into the agile development approach.

The solution can be described as a desired software development state that enables agile teams to quickly deliver releases that stakeholders value. When a product development starts, this desired state does not necessarily exist. The teams themselves typically define the desired state. It is their vision of the ideal development infrastructure that they would like to work with. This is a state in which platforms and frameworks, as well as tool environments, exist that support efficient, independent development of user features.

If the desired state does not yet exist, the agile teams first go through a preparation phase (Figure 1). The goal of this phase is to do all the preparation required to move to the desired state. During this phase, the teams can deliver releases, but they will not deliver as much value to the stakeholders as they would if they were in the desired state. This is because many tasks focus on maturing the platforms, frameworks, and tool environments.

Once they have achieved the desired state, agile teams enter the preservation phase. The goal of this phase is to maintain the desired state by dealing with technical debt, changing requirements, and new technologies. In this phase, it is critical to neither over-optimize the development infrastructure nor to quit working on it. Over-optimization incurs cost without much benefit for the
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**Figure 2: Horizontal versus vertical decomposition**

This vertical alignment because every component of the system required for realizing the feature is implemented only to the degree required by the team. System decomposition could also be horizontal based on the architectural needs of the system, focusing on common services and variability mechanisms (reuse). Figure 2 illustrates these two different approaches and how they can coexist. The goal of creating a feature-based development and system decomposition approach is to provide flexibility in aligning teams horizontally, vertically, or in combination and to ensure progress by minimizing coupling.

Although organizations create products in very different domains (from embedded systems to enterprise systems), similar architectures emerge when development teams need to support rapid and agile stability. The teams create a platform containing commonly used services and development environments either as frameworks or platform plug-ins to enable fast, feature-based development.

**Figure 3: Layered architecture supporting feature-based development**

To achieve the desired productivity, different team structures must align with the desired state. Three distinct tactics can help teams move to and maintain the desired state: (1) Align feature-based development and system decomposition; (2) create an architectural runway; (3) use matrix teams. We describe these tactics in the following sections and then show how they can be used together to deliver software with agility when the agile team pays explicit attention to the underlying infrastructure to support that agility.

### Aligning Feature-Based Development and System Decomposition

A common approach in agile teams is to implement a feature (or user story) in all of a system’s components. This gives the team the ability to focus on something that has stakeholder value. The team controls every piece of implementation for that feature; therefore, they do not have to wait until someone outside the team has finished some required work. We call this vertical alignment because every component of the system required for realizing the feature is implemented only to the degree required by the team. System decomposition could also be horizontal based on the architectural needs of the system, focusing on common services and variability mechanisms (reuse). Figure 2 illustrates these two different approaches and how they can coexist. The goal of creating a feature-based development and system decomposition approach is to provide flexibility in aligning teams horizontally, vertically, or in combination and to ensure progress by minimizing coupling.

Although organizations create products in very different domains (from embedded systems to enterprise systems), similar architectures emerge when development teams need to support rapid and agile stability. The teams create a platform containing commonly used services and development environments either as frameworks or platform plug-ins to enable fast, feature-based development.

Figure 3 shows two generic examples of such architectures. Here we have an architecture consisting of three layers. Every layer has either a framework (left side) or a plug-in interface (right side) defined that implements the control logic of that layer. Every layer also has a collection of services that provide common functionality. To develop a feature, the agile team implements only the logic of that feature in each layer using the frameworks or plug-in interfaces. This focuses the development on what is needed for the feature implementation. The frameworks and common services already include all the logic of how to integrate new pieces of code into the system, such as by using intra-layer communication protocols. This type of architecture also minimizes the dependencies between different feature implementations so that different teams can implement features without coordination, further enhancing stability, and rapid development as users need new features.

Not every project has an existing architecture that would support feature-based development from the start. Since it is a fairly difficult task to define the appropriate APIs, common services, and plug-ins/frameworks up front, teams usually choose an evolutionary approach.

In a large multiyear client-server development project, we observed extensive use of aligning feature-based development and system decomposition to manage agile stability. Using Scrum, 25 teams participated in the development effort. Some of the teams were colocated;
other teams were located in different countries. There were teams responsible for applications, others for the platform, and others for architecture and quality assurance. In this project, the teams had a platform-oriented focus at the beginning during the preparation phase and switched to a more application-oriented focus later in the preservation phase, reflecting the change of focus in their architecture with a hybrid approach of vertical and horizontal decomposition.

Creating an Architectural Runway

An architectural runway can help provide the degree of architectural stability required to support the next iterations of development [2]. This stability is particularly important to the successful operation of multiple parallel Scrum teams. Making architectural dependencies visible allows them to be managed and for teams to be aligned with them. The runway supports the team decoupling necessary to allow independent decision-making and reduce communication and coordination overhead.

During the preparation phase, agile teams build a runway of infrastructure sufficient to support the development of features in the near future. Product development using an architectural runway most likely occurs in the preservation phase. Dean Leffingwell explains that intentional architecture is one of the key factors to successfully scale agile [2]. Building and maintaining the architectural runway puts in place a system infrastructure sufficient to allow incorporation of near-term high-priority features from the product backlog. This preparation allows the architecture to support the features without potentially creating unanticipated rework by destabilizing refactoring.

Larger systems (and teams) need longer runways. Building and rearchitecting infrastructure takes longer than a single iteration or release cycle. Delivery of planned functionality is more predictable when the infrastructure for the new features is already in place. This requires looking ahead in the planning process and investing in architecture by including infrastructure work in the present iteration that will support future features that the customer needs.

The architectural runway is not complete. The runway intentionally is not complete because of an uncertain future with changing technology and requirements. This requires continuously extending the architectural runway to support the development teams.

We observed one Scrum team that had already benefitted from an existing and proven platform. The architect of that platform was the driver and Scrum master of the development team. The team added features (vertical alignment) to the product quickly on top of the existing infrastructure while the architect, with temporarily assigned team members, implemented additional platform changes required for future features (horizontal alignment of the system into layers). The growing platform provided them with a runway sufficient to build the desired functionality for the complex embedded, real-time system environment.

Using Matrix Teams and Architecture

In its simplest instantiation, a Scrum development environment consists of a single colocated, cross-functional team with the skills, authority, and knowledge required to specify requirements and architect, design, code, and test the system. As systems grow in size and complexity, the single-team model may no longer meet development demands.

A number of different strategies can be used to scale up the overall development organization while maintaining an agile Scrum-based development approach. One approach is replication, essentially creating multiple Scrum teams with the same structure and responsibilities, sufficient to accomplish the required scope of work. This is the approach advocated by the Scrum Alliance. Some organizations scale Scrum through a hybrid approach. The hybrid approach involves Scrum team replication but also supplements the cross-functional teams with traditional functionally oriented teams. An example would be using an integration-and-test team to merge and validate code across multiple Scrum teams. (Note that Scrum purists would most likely label the hybrid approach an example of “Scrum But”)

In general, we recognized two criteria used to organize the teams. The first criterion is organizing the teams either horizontally or vertically, assigning different teams the responsibility for either components (horizontal) or features (vertical). The second criterion is assigning the teams responsibilities according to development phases.

Aligning the teams horizontally is a good idea during the early stages of the preparation phase, while vertical alignment works well during the preservation phase. Between those two states, we find matrix structures in which the teams are aligned either horizontally or vertically while some members within those teams have the opposite responsibilities [3].

In another multiyear project, we observed two distributed Scrum teams that worked in an environment where project management and quality assurance were more waterfall oriented, causing tension because the teams delivered incremental results that were not aligned with the overall waterfall approach. When the organization decided to switch the project management and quality assurance groups to an agile approach, the architects integrated into the Scrum teams. This helped them achieve a matrix team structure to manage responsibilities for developing components and features effectively.

Applying the Tactics in Concert

Let us see how these tactics work together to provide infrastructure support for agile development over time. In Figure 4, we marked points in the state of the product development that we presented in Figure 1. These points are not exact. We use them here to give an estimate of when certain development strategies and team structures make sense.

Here we assume that when the product development starts no (or minimal) support for agile teams is available. This means there is no existing platform or frameworks, and the tool environment may not be established yet.

At the starting point (point A in Figure 4), it makes sense to organize the teams horizontally. Most of the teams’ responsibilities involve getting the supporting infrastructure to a point at which feature development can start. During this period, team members will create a rough sketch of the architecture, make technology
decisions, establish the tool environment, and so on. Typically, teams will use a small subset of basic user features (user stories) to guide the creation of the development infrastructure consisting of basic common services and APIs of the layers. Those basic features may not be implemented during this phase. Sometimes the resulting product is called a skeleton system.

The result of this phase of the project is a first version of a platform that is good enough to be used to develop the first features (see Figure 5 for a notional example), as described previously in the feature-based development section.

As soon as the most important interfaces are defined, some team members can start developing features (point B in Figure 4). We now start seeing a matrix organization. During this time, most team members will still have component-oriented responsibilities. Therefore, the teams are still horizontally organized, but some team members now have the responsibility to start implementing features using the development infrastructure built so far. This pressures teams to start organizing themselves according to features and implementing them on top of the skeleton system. In a Scrum of Scrums, the team members assigned to implement features coordinate with each other to ensure on-time delivery of the features. This helps stabilize the interfaces and provides the first ideas for implementation frameworks that would support feature development (see Figure 6).

With the interfaces getting more stable, the time comes to switch most of the teams to vertical (feature-oriented) development (point C in Figure 4). In this situation, we found that some team members still had horizontal responsibilities because the development infrastructure was far from complete and teams implemented common services as well as framework and interface enhancements continuously (Figure 7).

In doing so, the teams get closer to the desired state in which they can focus on feature development (point D in Figure 4). Now the architecture has reached a level of maturity and teams have the necessary infrastructure to implement features quickly. The feature-based development aims to better manage and demonstrate end-to-end features and provides the ability to assign features to teams without too many dependencies between them. Especially in a context where there is a high number of Scrum of Scrums and many customer-facing features, this approach can help align the teams with the system structure. In one example where we observed this approach, the number of
teams participating on a Scrum of Scrums was 25; hence, the feature-based development and system decomposition approach helped separate team dependencies at the feature level.

At this point, the preservation phase starts. Few team members, if any, will have horizontal responsibilities. The goal of the preservation phase is to continue to build the next piece of the architectural runway that the system will need in the future. Every product development has to cope with changing requirements and new technologies (point E in Figure 4).

In one project we analyzed during the preservation phase, the product architect had the responsibility to look ahead and decide what the system would need in the future. He then assembled a team, and in a sprint they developed the next piece of the runway. After the sprint, the team was dissolved. Meanwhile, all the other teams were still organized vertically, developing features for their customer (Figure 8).

**Takeaways**

Achieving rapid and agile stability for fast yet steady development is a matter of aligning the right practices with the needs of the development effort. No one tactic can bring success to any project. The principles of both agile software development and software architecture provide improved visibility of project status and better tactics for risk management in order to create higher quality features within the required time frames and optimum use of resources. In this article, we described three tactics: aligning feature-based development and system decomposition, creating an architectural runway, and using matrix teams and architecture. Harmonious use of these tactics is critical, especially in DoD-relevant systems that must be in service for several decades, that are created by several teams and contractors, and that have changing scope due to evolving technology and emerging new needs.
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Optimized Project Management of Systems and Software Projects

Denton Tarbet, Galorath Incorporated

Abstract. Successful software projects demonstrate good project management methods incorporating modern processes and effective utilization of metrics. This paper extends the application of control theory methods to project management decisions to include optimization of systems trade-offs to improve project performance. With the application of feedback control theory to the management decision process, future project control decisions result in changes that improve performance of the project process.

Issue

Systems and software projects traditionally experienced some degree of project failure. In this context, failure is defined as a project that demonstrated a failure to match (within a reasonable tolerance) the expected outcome. Studies such as the project data collected by the Standish Group in its annual Chaos reports [1] on software projects indicate improvement in software project success but the failure to meet project objectives is still high. Depending on the data referenced, there is a 50% to 80% probability that a systems and software project will:

1. Require significantly more time than planned.
2. Cost significantly more than budgeted.
3. Deliver significantly less functionality than originally expected.

In addition, project problems seem to demonstrate a direct correlation between the size of the project and the degree of project failure. That is, the larger the project, the longer the planned duration, and the greater the likelihood that the project will encounter at least one of the conditions. If we define success as achieving or exceeding expectations; i.e., success occurs when the actual outcome matches (within a reasonable tolerance) the expected outcome [2]. It follows that project success implies the need for a roadmap or plan that ensures meeting objectives within a reasonable confidence level. Software project performance can be improved with the application of effective management control during execution [3]. This paper proposes the application of classical control theory overlaid with optimum process control to establish methods to ensure the project maximizes potential of success.

System and Software Project Management and Control

Project management has been defined as, “A discipline that employs skills and knowledge to achieve project goals through various project activities.” It involves planning, organizing, leading, and controlling costs, time, risks, project scope, and quality [4]. Systems and software project management in the context of this paper fulfills that definition. It is critical for success that we not only have a plan to implement, but also a way to lead and control to ensure a “best” project result.

Software projects can be considered as a system process with project management which:

1. Follows a detailed plan.
2. Can be evaluated in process with process metrics.
3. Includes feedback to project management.
4. Incorporates feedback response into control decision process.
5. Applies process control “during the process” to reduce the risk of not meeting project objectives. That is to optimize the project performance and maximize probability of project success.

The methods suggested to provide project management are aligned with classical control systems theory. Control systems theory provides a rigorous framework for analyzing complex feedback systems. We are all familiar with real-time control theory such as when driving a car. The driver constantly monitors the car’s position in the lane. The process of monitoring the actual position against desired position and making steering adjustments is similar to tracking and controlling a software project. Similar mathematics apply, so that optimal control processes and modeling of classical control theory can be applied to systems and software project management [5].

Control Theory Applied to Systems and Software Project Management

Control systems in the broadest sense are critical in a wide range of applications. In manufacturing processes as simple as machining parts, the machines are set up, the manufacturing process is started, and output parts are regularly measured to ensure meeting specifications. Any changes of the manufactured parts away from specifications will be noted by the metrics being collected. As changes are noted, corrective action is taken to ensure the manufactured parts remain within specifications. Control theory is normally based on the principle of feedback:

1. A desired objective is defined for the system.
2. Resources are applied, raw material is processed.
3. Sensors are used to collect metrics.
4. Metrics are analyzed to determine if the system is meeting its objectives.
5. Math models of the “real world” system are typically used to choose corrective actions from a set of possible actions.
6. Corrections are made to the input in order to improve the performance of the system with respect to the “desired objective.”
When control theory is applied to a dynamic system, it is critical to include a method to evaluate alternatives in the process of defining the "best" corrective actions. System dynamics provides the framework for modeling the systems and software process [5]. Within the overall system model, a critical decision tool is the method utilized to evaluate alternative actions. The application of control theory requires:

1. A defined system objective, for optimization the objective is referred to as a "cost function."
2. A control law—i.e. the initial software development plan.
3. Measurement of effectiveness accomplished provided by the set of software metrics collected.
4. A method to evaluate alternative corrective actions.

For the control process to be an "optimal control" process there must be a well defined "cost function." The cost function provides the basis for decisions reflected into the application of the "control corrections." The cost function or project goal presents a critical initial decision for the project. The goal can be to optimize, or minimize the difference between project cost and budgeted cost while monitoring schedule. The goal could be to minimize the difference between the actual project schedule and the planned schedule while monitoring cost. Applying classical control theory to the project management of systems and software projects can:

1. Optimize performance for cost within an acceptable schedule.
2. Optimize performance for schedule within an acceptable cost.
3. Optimize performance for functional capability with acceptable cost and schedule.

It will be a program management issue to define the objectives and resolve any conflicting goals for the project.

**Systems and Software Projects**

Considering the systems and software project, for a typical project with a defined beginning and end to develop a product a detailed project plan is developed. Project management assigns resources and initiates the project. Past projects have often demonstrated a process reflective of Figure 1.

The process runs according to the plan but when disturbance forces impact the process, there is no well-defined method to react to the impacts and correct the controller functions to improve performance. The goal of applying control theory is to implement the process as in Figure 2.

The process of Figure 2 includes the action to determine corrective actions to insert into the controller. For software process, a parametric effort and risk estimation tool, such as SEER-SEM [6], provides an effective method to identify and evaluate alternative actions that can be applied to improve project performance against the objective.

Project management implements methods to regularly review the process metrics and identify the requirement to implement corrective actions. Experienced project managers identify alternative actions to improve project performance. However, without an effective tool such as a parametric software process model, it is difficult to identify reasonable project corrective actions that yield the best ROI. Occasionally, program management will suggest adding people to a project that is behind in schedule, or proposing that the team "work harder" which normally means extended overtime. However, it is easy to demonstrate the realities of Brook’s law (i.e. adding people to a late project normally makes it later) with a parametric model that is set to minimum time estimation. The goal for project management should be to identify potential corrective actions that can be implemented by the project management and not as a function of asking the team to "work harder." Actions that can be implemented by project management that will affect productivity on the project include:

1. Reducing the requirements changes that impact the program.
2. Reducing the level of documentation required for the delivered product.
3. Updating software development systems to reduce the rehost from development system to target system.
4. Providing effective total software development tool sets (assuming there is sufficient time to incorporate the new tools without impacting the project).

A critical requirement for project management is the collection of a regular basis of effective project metrics. The measurement on the process is not of value if it is implemented as a "check-the-
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would result in a process that can be represented by Figure 3. The model will provide a basis to evaluate alternative control applications. Applying the control theory construct to a software project would result in a process that can be represented by Figure 3.

In this process the system requirements that provide the “desire” are utilized initially to develop an estimate of effort, schedule, and risk. The project plan (schedule with allocated resources) is developed and implemented. Project direction is the responsibility of the project manager and the software development process is initiated. At regular intervals, process metrics are collected and provided as performance feedback into the estimation process. An effective parametric model which is being maintained, i.e., updated with the metrics data, can be used to evaluate the cost to complete (both in effort and schedule) and provide that input to the project manager for decisions with respect to implementing corrective action. With a decision to implement corrective action, the estimating activity takes on an expanded role of reviewing suggested process actions to provide an estimate of the ROI for each alternative action considered. With the selection of corrective action(s), a parametric model software project estimation model is updated to match as closely as possible project status and utilized to provide a revised estimate of effort, schedule, and risk between alternative proposed actions in order to establish a consistent ROI between alternative actions. The use of a parametric estimation tool provides a consistent method to evaluate between alternate actions that are being considered.

Without a parametric model, many software organizations incorporate one or more of the following to evaluate software project alternatives: 1) ballpark/rough order of magnitude engineering estimate, 2) top-down/constraint-driven estimating, and/or 3) bottom up/design-driven estimating. Despite the difference in planning methodologies, what all of these approaches have in common is that they tend to be executed as labor intensive practices dependent on the availability of scarce, over-committed personnel and manual or minimally-automated processes such as spreadsheets and other homegrown tools. Such practices are, by their nature, inconsistent, unpredictable, and highly susceptible to human error. Individual planners possess diverse capabilities and project histories; they may be overly optimistic or pessimistic; they may be influenced by internal politics or other factors unrelated to the project; or they may simply overlook some of the less obvious project elements.

Applying an established, proven estimation process that is well integrated with development processes helps ensure that project plans are credible and achievable, meet, or exceed customer expectations [7]. Parametric estimation models have been shown to provide a tool to develop the initial estimate and project plan as well as an effective means to evaluate project alternatives to optimize performance against goals [8]. With the establishment of a “high fidelity” parametric model during project conception, it only becomes necessary to maintain the model during project execution by updating the model effectively from the regularly scheduled metrics collected on the project. With parametric project modeling, it is expected that the standard metrics collected to support an Earned Value Management (EVM) process will provide sufficient update and calibration metrics for the model.

Performance-based Project Management

Central to Performance-based Project Management (PBM) is the goal of reducing risk in the forecasted effort and schedule of the final project outcome at each stage of the project. Application of PBM requires the establishment of a project baseline and estimate. That baseline will be considered the starting point for PBM. At project stages (regularly planned process points within the project) the size estimates are updated and the productivity driver assumptions are revisited. For example, the initial parameter settings with respect to tools, the level of testing, and the level of documentation will be revisited to see if the parametric model can be better calibrated to actual performance. Scheduling assumptions should be updated to reflect the actual performance.

The calibrated model may indicate a final cost and schedule that is not acceptable within the defined project goals. If that occurs, the application of the control process can be applied to evaluate the ROI for any changes that can be implemented into the process in order to improve performance against project goals.

Optimal Project Control

As defined previously, optimization of any activity requires the identification of a “cost function.” With a parametric model in place to support analysis of project alternatives, a series of stages of the project will be defined. For example, stages might be defined on regular calendar intervals such as bi-annually, quarterly, or monthly depending on the size and planned duration of the project. Alternative stages could be defined at specific planned reviews such as preliminary design review or detailed design review.

Metrics are collected at each stage of the process and utilized in the “baseline” project model to provide a performance based...
EVM projection of the estimated cost to complete. The model is then used to evaluate defined alternative management actions against the project optimization cost function. The “best” corrective action is chosen and applied. With revised parameters defined the model is updated to correspond with the time at the stage and a revised project plan with the incorporated project control changes is developed [5].

This process has been applied in multiple instances for clients in the field. A simple example software program for an unmanned missile command-and-control function has been used to provide a demonstration of the concepts. With that application, the project was approximately 48K SLOC of reuse and new code with a resultant 36K of Effort SLOC. The cost function was defined so as to minimize the difference between the actual project effort and the budgeted project effort. At the quarterly review the metrics to indicated completion of systems requirements and about 90% of the software requirements, which should have been completed. The Cost Performance Index (CPI) was 0.96. SEER-SEM with the four dimensional earned value capability of the project management control provided the EAC for both effort and schedule. Using the parametric model of the project the actual metrics were input as a “snapshot” of the project with an estimate of an increase in effort against budget at completion of approximately 3,000 effort hours and 1.2 schedule months. The model was utilized to evaluate the impact of alternate management actions. It was determined the best ROI would result from the change to a development system that minimized the rehost of software from the development to the target system. Assuming that change and updating the model to reflect that revised management input, the program was continued with the result that at the next quarterly review the CPI indicated a .98.

Dynamic Programming

In order to establish the effective best control changes, the theory of dynamic programming was utilized. Dynamic programming is a method of solving problems that exhibit the properties of overlapping sub-problems and optimal substructure [9]. By applying the dynamic programming paradigm it can be shown that by optimally selecting sub-projects at each stage of a project we can be assured of an optimal (or best) result for the total project. As applied to our management control of software projects, the theory validates that we will have a “best solution” by:

1. Establishing and implementing a valid project plan.
2. Monitoring results on a regular basis (i.e. utilize metrics to evaluate performance against the project goal or cost function).
3. Define corrective management actions when indicated by the metrics analysis.
4. Evaluate the corrective actions to determine a “best” change in performance of the process.
5. Repeat the actions at the next stage.

Following the process will result in a “best” project performance.

Summary and Conclusions
The use of parametric models is well accepted for software project estimation and planning. Maintaining the models at a high fidelity level for the duration of a project has been demonstrated to provide high confidence estimates of expected cost to complete and optimized selection of corrective actions. Updated models when calibrated to the actual performance provide a confidence level estimate of future performance based on results to date. The updated models generate stoplight charts and a set of information similar to EVM outputs but based on project estimates from a calibrated model.

Cost/effort parametric estimating models provide a powerful aid to project management, yielding “objective information” for systems tradeoffs, project management decisions, and controlling project performance throughout the program’s lifecycle.
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Business Process Management Field Guide

D.B. Robi, Lockheed Martin

Abstract. As more technologies such as SOA, web services, collaboration, social networking, and handheld devices are adopted and deployed, typically through IT departments, the full benefits and return on the investments cannot be realized until the supported business processes are updated and modified to leverage and exploit these new technologies. This Business Process Management (BPM) field guide is a high-level practitioner’s guide to performing BPM. The guide takes a very practical approach to BPM illustrating techniques and supporting artifacts that will enable improvements and optimization of the business process relative to available technologies. The intent is to provide a means for the non-IT businessperson to be able to recognize the need, promote, and perform BPM within their own organizations.

1. Overview

This field guide takes a very practical view of BPM focusing on three simple but comprehensive steps: document, align, and optimize.

The underlying premise driving the need to perform BPM is that the full benefits and return on the investments of moving to new technologies cannot be realized until the underlying business processes are updated and modified to leverage and exploit the new technologies. The example I like to use is, if your business had a communication problem it could not be solved by simply providing all employees with cell phones. To truly solve the communications problem, changes to policies and processes would have to be made to leverage and exploit the new cell phone technology.

These three steps—document, align, and optimize—may be performed serially, focusing on one specific business process or may be performed in parallel for larger projects. The initial step, document, focuses on identifying, characterizing, and capturing the business process. The document step develops a model of the business process enabling analysis and refinement. It is most crucial to first define and understand the process, including its relationships and dependencies, before making any modifications or improvements. Once documented, the process can be aligned. The alignment step targets how the process is implemented and supported. The tools and technologies supporting the process are identified along with the required underlying hardware and infrastructure. Once the process is documented and aligned it can be optimized. The optimize step takes a variety of approaches from simple technology upgrades to full invasive process modification and improvement. The depth of the optimize step is dependent on the business significance of the process. Some processes are documented, aligned, and done; others will require and warrant full optimization. These decisions will be driven based on the outcomes and findings from the document and align steps.

This approach was developed and refined over the course of several years on a variety of projects in both the federal/DoD and private/commercial sectors. These engagements typically lasted eight to 12 weeks and focused on business processes in areas including: bid and proposal, finance and accounting, human resources, hotel and restaurant services, auditing and reporting, electronic purchasing, resource allocation process, and strategic planning.

This white paper will describe and define each of these three steps: document, align, and optimize, in terms of activities and products. Additionally, based on experience, one more initial, yet very crucial step, motivation must be added. Before embarking on any BPM project, management must first be convinced that there will be a pay off in order to gain approval and funding. Our discussion starts by providing some definitions and concepts to establish an overall context.

2. BPM Concepts

BPM is defined as a set of integrated, closed-loop management and analytic processes, supported by technology that addresses financial as well as operational activities. BPM is an enabler for businesses, defining strategic goals, and then measuring and managing performance against those goals [1].

BPM encompasses a broad set of capabilities and features including business process discovery, design, modeling, simulation, deployment, execution, administration, control, management, and optimization. Some of the key BPM attributes are:

- Alignment of overall organizational strategies with business objectives and supporting processes and technologies.
- Development of an enterprise process model that provides an end-to-end view of core processes.
- Performance management based on business driven metrics and measures.
- Business agility, accountability, and visibility.
- Robust process improvement methodologies including Lean, Six Sigma, Continuous Improvement, ISO assessments, AF5021
- LM LM21 [3], and quality management systems to facilitate the transition from design to execution and help mature the process lifecycle.
Simply stated, BPM may be divided into two major phases: process development and process monitoring. Document, align, and optimize comprises the process development phase. Process monitoring, commonly referred to as Business Activity Monitoring, focuses on identifying and monitoring Key Performance Indicators (KPI) to determine process effectiveness, efficiency, and overall operational health.

3. Business Process Characteristics

To clarify our BPM approach we need to provide some definitions and descriptions for the terms and objects we will be dealing with and manipulating, starting with a business process.

A business process is “a collection of activities that take one or more kinds of input and creates an output that is of value to the customer” [4].

This is a reasonable definition but not descriptive enough for our purposes so we will leverage the Zachman Framework [5], applying the six interrogatives to business processes; “how” are things performed, “who” is performing those things, “what” information is used, “when” and “where” does it occur and, “why” is it done?

It should be noted that the last question, “Why is it done?” referencing the process itself may be the most significant. Before embarking on any improvement activities, we always need to ensure that the business process being reviewed is still relevant and needed. Experience indicates that all processes do not meet these criteria and furthermore once a process is defined and in use, our natural resistance to change makes it very difficult to remove or modify it.

Business processes may be viewed as containers for the business know-how of organizations; they are the value delivery systems for the enterprise. Business processes cut across functional organizational boundaries. An enterprise typically has four levels of processes, this is a common concept in industry, but the specific terminology is not industry common. For our purpose here we shall define these four levels to be: core processes, sub-processes, activities, and tasks.

A core-process is initiated in response to a customer request and crosses functional organizations providing value back to the customer. The sub-process typically resides within one functional organization to support a core-process request. The activity level is typically viewed as one step in the flow of a sub-process, this is what we typically model in business process diagrams and the task is one step of an activity typically performed by one person.

Core processes are what the enterprise exposes to customers. A typical enterprise may contain five to 10 core business processes. A banking enterprise would identify core processes such as: deposit to an account, withdraw from an account, and get account balance. These core processes are in turn supported by sub-processes such as: verify customer, and update account. A sub-process, like, verify customer, would be supported by activities like: validate customer name and validate customer PIN. Finally, at the task level you would find the look-up and retrieval tasks used to access the specific customer data elements.

4. Motivation

The initial hurdle to overcome and question to answer before embarking on any BPM task is, “Why do it?” Management typically withholds funding until they are very clear on what the return on their investment will be. This is typically best answered and presented to your management team in terms of quantifiable questions.

Does your business operate in a continual state of crisis?

• If you are always addressing problems and fire fighting, when and how do you have time to strategize and plan?

Is your business unable to keep pace with technology and customer expectations?

• Today’s customers are members of the so-called “Nintendo Generation.” These are the people regularly using Facebook, YouTube, text messaging, BlackBerrys, smartphones and tablets, some of them every minute of every day. They are aware of new technologies and how things can be done better, faster, and cheaper using those technologies.

How outmoded are your business’s current set of practices?

• Have your business processes ever been reviewed for possible improvements?
• Have your business and processes grown up following an “urban sprawl” model, with no rhythm, reason, or plan?
• Have any of your processes been developed using built-in latencies that are no longer relevant or needed? For example, the QWERTY keyboard was originally created to slow the typist down due to mechanical short comings.

Answering these questions will illustrate and quantify the need for and motivate the action to perform the BPM task.

5. Document

In order to perform our document, align, and optimize BPM approach we first start by identifying the processes. Once identified, the process will be documented using the Object Management Group’s (OMG) standard Business Process Modeling and Notation (BPMN) [6] graphical notation. I will address each of these: identify and document steps separately, as the identify is typically the more difficult.

Identifying business processes, more commonly referred to as process discovery is simple in concept: describe your company’s key processes. Gartner indicated that process discovery might be the most difficult and important skill of all “the most critical practice to master is the initial discovery and definition procedure for the target process” [7]. Our approach combines Hammer and Champy’s “Reengineering the Corporation” [8] with J. Womack’s “Lean Thinking” [9] techniques focusing on the customers, stakeholders, and users and the services and processes they are concerned with.

Starting at the core process level, we identify the customer-facing processes and then the supporting sub-processes. Keep in mind that the core processes cross-organizational boundaries and...
sub-processes function within one organization. Some examples of core processes are: product development process, procurement process, market planning process, insurance claim processing, and government proposal process. You will typically model both core and sub-process levels in order to develop a holistic enterprise-level view of the processes.

Process discovery is one technique employed during the document step. Business process discovery may be accomplished by decomposition, that is the partitioning of the as-is processes into architectural significant business processes that are unique and required. Another approach is customer focus, focusing on how external customers obtain goods and/or services from the enterprise. The outcome of these approaches is a set of core and sub-business processes. The core processes are documented in a core business workflow similar to a value stream map using BPMN and textual process narratives. The resulting process narratives or process metadata includes key information about the process including ownership, users, activities, responsibilities, problems, products, outcomes, and relationships to the business’s mission objectives.

Once the processes are identified we can graphically document them capturing the process using BPMN (see Figure 1). The BPMN models contain activities and tasks, relative to: order of operations, products (input and output) organizational participation (roles and responsibility), events (business rhythms), and scope (start and endpoints). These BPMN business process models become the starting point for all changes promoting adaptability and agility to quickly see and understand the impacts and implications of business process changes. A technique employed to support the alignment phase is to include, as swim lanes, tools, and technology. This enables the association of sub-processes and activities to their supporting COTS software and hardware. Business processes are graphically documented using standard OMG BPMN supported by an enterprise architecture COTS modeling tool such as: IBM Rational System Architect, TROUX Métis, or Microsoft Visio 2010, the document, align, and optimize BPM approach, methods and techniques are tool agnostic.

### As-is to To-be Modeling Approach

The initial process model is the so-called as-is model and is intentionally sparse with regard to process documentation because our approach is to-be focused. We define the as-is model to the level of detail needed to expose and understand the issues and shortcomings of the existing process. Based on our experience in performing BPM tasks, we have found this to-be focused approach appropriate and necessary in order to move people from the comfort of the existing as-is world ahead into the new to-be world. The as-is model provides a baseline to begin the in depth analysis needed to develop and document the improved to-be process.

Note: BPMN provides a standard set of diagramming conventions for describing business processes and is intended to support the capture of sufficient details to allow the documented process to be the source of an executable process description. BPMN is to be the graphical front-end to Business Process Execution Language (BPEL). BPEL process descriptions enable automated process execution; automated BPMN to BPEL conversion is still a work in progress. The current industry wisdom is to use tools that generate standard OMG BPMN to position your business to leverage automated BPEL generation products when available and mature.

### 6. Align

Our BPM approach takes a holistic enterprise view. Our view of an enterprise is a collection of business systems or a “system of systems.” These systems control and manage the enterprise’s functional areas, generically: facilities, regulations, operations, procurement, human resources, finance, and supply (see Figure 2). Many of today’s business systems were developed as disparate sets of applications, these are the existing “as-is” legacy business applications typically described as “functional silos” or “stovepipes.” These disparate applications are the result of years of development without a central vision or strategy (no architecture). Applications have grown up that serve a single purpose for a single set of users, with no thought to integration. Today, in our enlightened state, we realize that these collections of disparate applications need to be modernized and consolidated into an agile set of unified and integrated business processes. The facilitating discipline to achieve this is enterprise architecture.

An enterprise’s competitive edge and ultimate success are enabled by the ability to rapidly respond to changing business strategies, governances, and technology. This competitive edge translates into higher levels of customer satisfaction, shorter work cycles, and reductions in schedules, maintenance costs, and development time, all resulting in lower overall costs of ownership. Enterprise architecture is the key-facilitating ingredient, providing a holistic view and a mechanism for enabling the design and development, as well as the communication and understanding of the enterprise. The overarching goals of enterprise architecture are to manage the complexity of the enterprise, align business strategies and implementations, and facilitate rapid change in order to maintain business and technical advantages.
aligned to the underlying supporting technology to demonstrate that the one best technical product/tool is being used to implement the processes. The process to technology alignment facilitates reliable process execution by ensuring that the processes are being implemented consistently using the same underlying technology and tools. In our experience, this is not always the case. As enterprises grow, via mergers and acquisitions, there are typically multiple technologies being used to perform the same process resulting in process variations.

The alignment step can complete the BPM cycle as long as the process in question is consistently and efficiently functioning and providing the desired outcomes. This is true even if technical re-alignment is required, because swapping out technology does not affect the internal workings of the process. The optimize step is taken when the process itself is broken and requires internal changes.

7. Optimize

The optimization step starts with the as-is process documented in BPMN. Our view of optimization is a continuum from technical to functional. The technical end is the most basic, focusing on simple, narrow scope changes which may include upgrading screens or replacing functionality with a COTS package. The technical end starts by targeting the so-called “low-hanging fruit” to provide quick tangible working results. At the other end of the continuum is functional where we consider a long term, broad view. Functional modernization is invasive, performing process modeling and optimization as required, typically resulting in major changes to processes and associated technologies.

Typically, technical modernization realizes medium, and immediate gains in lowering the total cost of ownership and improving the Quality of Service (QoS). These technical changes will plateau when moving the project into the functional modernization phase targeting the business processes and sub-processes for additional improvements in costs and quality.

If we recall, that core customer facing business processes cross organizational boundaries, then it follows that these processes cannot be optimized organizationally, but must be viewed from an enterprise perspective. We need to take a process-oriented approach. Start by identifying who uses the process, these are the process customers, and then identify the things, goods and services provided. This process oriented approach shares similarities to Object Oriented (OO) methodology. Always keep in mind, that we are focusing on the people using the process and the value added things (objects) being produced not the specific activities (procedures); again similar to an OO approach.

Our experience indicates there are several recurring process improvement themes that typically come to play during the course of process optimization:

- **Team Approach:** This situation may present in the form of needing to perform numerous hand-offs during the course of executing the process. Hand-offs are typically problematic especially between departments or organizations. This may be resolved by taking a team or caseworker approach and empowering the team to make required decisions. Also, certain sub-processes naturally occur in order to complete a whole piece of work.
RAPID AND AGILE STABILITY

An example may be a typical bid and proposal process. One team designs the technical solution; another team determines a price to win. Once these two activities are complete, they are reconciled. Why not cross-pollinate the teams by combining technical experts with financial experts, allowing the team to self-correct as they proceed, and eliminating the need for after the fact reconciliation. By combining these sub-processes into the same organization we can again minimize hand-offs. The key is to limit the span of information passing.

• **Minimize Reconciliations:** There are many processes that are characterized by external dependencies. Typically, these dependencies are only reviewed at milestone points. If these dependencies are not in tune, then there must be a reconciliation and determination of what and who needs to change. By building checkpoints into the process, rather than waiting for formal reviews, we can mistake proof our processes with regard to these external dependencies. This may be combined with the team approach.

• **Process Visibility:** Based on performing numerous process improvement tasks, spanning 25 years, this issue is the grand-daddy of them all. Process visibility, knowing your status, where you are in terms of the process, what is your current position, these questions and resulting issues are almost always present. Experience has demonstrated numerous instances where the process is functioning as it should, but the Users are not aware of it due to lack of visibility. The ability to provide self-service process status is critical to establishing process confidence. Included here are the user's timing issues, when will the order arrive, has it been shipped, what reviews have taken place and what reviews still need to occur. These are all process events that users are very interested in. Methods used to provide process visibility have included providing electronic dashboards down to handwritten placards; the common feature is providing insights into the process or process visibility.

• **Listen:** Here again experience has made this point abundantly clear; simply listening to our customers or users is pure gold. Unfortunately, this skill is underutilized and too often process improvement practitioners will only listen long enough to formulate a conclusion relative to a known solution. In most cases, the proposed solution will not be accepted by the customer, even if the solution is correct, due to the lack of the customer's trust in a quick turn solution.

The technique known as “active listening” should be applied (see Figure 4). What is active listening [10]? It is paying close attention to what the customer is saying and providing both verbal and visual feedback indicating that you are hearing what is being said, that you are in fact hanging on every word. The customer, as with most people, wants to be heard. This simple ability to listen has very positive and significant outcomes including: truly understanding the problem, demonstrating your sincerity to help, and most significant (again from experience) hearing the solution. Meeting and listening to your customer will help identify their points of pain, where does it hurt, what is not working well and what is working well. In my experience, I have found that the people who can solve the problem are the people executing the process, they are the closest to the process and typically know what is wrong and how to fix it, but you have to listen.

**Active Listening Characteristics:**

- Look at the person, and suspend other things you are doing. (Physically moving your chair helps)
- Listen not merely to the words, but the feeling content.
- Be sincerely interested in what the other person is talking about.
- Restate what the person said.
- Ask clarification questions.
- Be aware of your own feelings and strong opinions.
- If you have to state your views, state them only after you have listened.

**Figure 4 Active Listening Approaches**

8. Declaring Success: Measures and Metrics

Following the strategy of Dr. W. Edwards Deming, “We cannot improve what we cannot measure” [11], we need to evaluate and quantify business process improvements by identifying the appropriate metrics and measurements.

Performance measurements and metrics provide the means to evaluate process execution. We typically identify three types of metrics across an organization: strategic, performance, and operational.

- Strategic metrics provide a direct link to the strategy and goals of an organization, are aimed at executive management or shareholders and usually include financial measures.
- Performance metrics decompose the strategic metrics to a lower level aimed at measuring a process' business contribution including customer satisfaction and productivity.
- Operational metrics measure the day-to-day business operations providing insight on how the business is actually running, include process cycle times, availability, reliability, and overall QoS.

A balance of these metrics provides the most complete and accurate picture of the health of the organization. Metrics are indicators of business capabilities and measures are a means to derive or calculate and expose the metrics. As an example, for Major League Baseball the hitting ability metric is the batting average and is measured using at bats and hits. The measures in business are defined as KPIs that align to specific business processes and activities in order to determine overall process health. Once these KPIs are identified, driving metrics can be designed into an executive business dashboard, providing quick insights into a process’ strategic performance and operational health. Business processes need to be measured in terms of the enterprise and aligned with the organizational goals and objectives.

9. Summary

This article starts with the premise that the full benefits and return on the investments of moving to new technologies cannot be realized until the underlying business processes are updated and modified to leverage and exploit the new technologies. BPM is the means to accomplish these process improvements and our
document, align, and optimize approach provides a practical and simple method. The document step focuses on identifying and graphically describing the as-is process using standard BPMN to develop the as-is model enabling process analysis and refinement. Once documented, the process can be aligned. The alignment step focuses on the uniform application of technology insuring consistent implementation producing reliable outcomes. The tools and technologies supporting the process are identified along with the required underlying hardware and infrastructure. Some processes are documented, aligned and done; others will require and warrant full optimization. These decisions will be driven based on the outcomes and findings from the document and align steps. Once the process is documented and aligned it can be optimized if warranted. The optimize step takes a variety of approaches from simple technology upgrades to full invasive process modification and improvements. The depth of the optimize step is dependent on the needs of the business, driven by the projected savings from developing the improved to-be process. To these three steps an initial step was added, motivation, used to provide management the benefits and projected savings of performing this BPM project.

A final note; realize that moving into someone else’s business or house and performing BPM is like cooking Thanksgiving dinner while remodeling the kitchen—the business cannot shut down. Common wisdom is to empathize with your customers and users and make every attempt to make this experience as painless as possible. Good luck.
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ADDITIONAL READINGS

Upcoming Events

Visit <http://www.crosstalkonline.org/events> for an up-to-date list of events.

**Software ID Summit**
2 May 2012  
Campbell, CA  
http://tagvault.org/2012-summit

**Security and Software Engineering Research Center (S2ERC) Showcase**  
15-17 May 2012  
Arlington, VA  
http://www.cyber.vt.edu/s2erc

**SEPG Europe 2012**
5-7 June 2012  
Madrid, Spain  
http://www.sei.cmu.edu/sepg/europe/2012

**Software Assurance Working Groups - Summer 2012**
26-28 June 2012  
McLean, VA  
https://buildsecurityin.us-cert.gov/bsi/events.html

**INCOSE International Symposium 2012**
9-12 July 2012  
Roma, Italy  
http://www.incose.org/newsevents/events/details.aspx?id=142

**Practical Software and Systems Measurement (PSM)**
16 July 2012  
Mystic, CT.  
http://psmsc.com/Events.asp

**COMPSEC 2012**
16-20 July 2012  
Izmir, Turkey  
http://compsac.cs.iastate.edu/

**GFIRST8**
19-24 August 2012  
Atlanta, GA  
http://www.us-cert.gov/GFIRST
UPCOMING EVENTS

Events continued...

26th International Biometrics Conference
26-28 August 2012
Kobe, Japan
http://www.ourglocal.com/event/?eventid=11988

Diminishing Manufacturing Sources and Material Shortages & Standardization
27-30 August 2012
New Orleans, LA
http://www.dmsms2012.com/

AUTOTESTCON 2012
10-13 September 2012
Anaheim, CA
http://www.autotestcon.com/general/autotestcon-2012

ASIS/(ISC)2 Security Congress
10-13 September 2012
Philadelphia, PA

15th Annual Systems Engineering Conference
22-25 October 2012
San Diego, CA
http://www.ndia.org/meetings/3870/Pages/default.aspx

OWASP AppSec USA 2012
22-26 October 2012
Austin, TX

12th Annual CMMI Technology Conference
5-8 November 2012
Denver, CO
http://www.ndia.org/meetings/3110/Pages/default.aspx
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Thank you to all of the sponsors, exhibitors, and attendees that helped make the 24th Annual Systems & Software Technology Conference a big success in April 2012! Visit www.sstc-online.org or follow our Facebook page for information about next year's event.
Instability and Faith in the Art of Computer Programming

I confess—I have a preference for a certain electronic tablet and smartphone. I am not going to give its name, but suffice it to say that over the years I have learned to rely on it for more uses than I thought possible. It comes with 3G connectivity so it allows me instant access to the Internet almost anywhere. Once you start using one, well, it becomes part of your life.

Need an address? Contact list. Need a location? Maps. Want to see who was the stunt double for Judy Garland in “The Wizard of Oz”? Use IMDB. (It was Bobbie Koshay. And, for you true Oz fans—yes, I know—Caren Marsh-Doll was the off-camera stand-in, but NOT her stunt double.)

The problem is, you begin to depend upon these mental crutches. I no longer remember phone numbers—why bother? Let me use these wonderful appliances to push back the effects of senility and dementia just a little bit longer. I rely on these mental crutches so much so that my daughter refers to it as my, “second brain.”

Until, of course, they do not work. I am not talking about the typical, “I am out of range, let me hope I find a signal soon.” I am talking about the feeling I recently had when an update to the software on both my phone and tablet caused my formerly rock-solid browser to crash. Frequently. Every few minutes. All the time. Constantly. All the time.

While at my parents’ house recently, the only Internet access available was my 3G tablet/phone. However, I was unable to reserve a hotel room for the return drive. On an earlier trip—I could not book an airline ticket. I was not even able to enjoy my morning ritual—coffee and browsing the Internet.

Now, I am not saying that my life was a catastrophe. I am just saying that instead of depending upon connectivity and modern technology, I (GASP!) had to make phone calls. Talk to real people. Read and touch an actual newspaper. And—when a recent update to the software fixed the problems—I somehow still seem to have a bit of mistrust in my connectivity issues. It is just a little bit harder to take it for granted. I have been burned, and sometimes burns take a while to heal.

Which got me thinking. We have had a few depressions/recessions in the past 100 years. And if you talk to an economist, they will tell you that one underlying cause is consumers who have lost faith in the stock market.

Is this where we are heading in the computing age? I talk to more and more users who complain about lack of faith when using applications.

There are some software applications where we absolutely cannot have lack of faith. Pacemakers. Reactor software. Braking software in cars. Aircraft control software. And the list goes on and on. As more and more large-scale applications are used worldwide, the need for more and more faith in the software becomes a necessity.

I currently teach Software Engineering, along with Requirements Engineering and Systems Design. And, as part of both courses, I cover some really spectacular software failures (see <http://spectrum.ieee.org/computing/software/why-software-fails> for a great list). There is no shortage of cases to discuss. Some with loses of billions of dollars. Some that caused lost of life. Some that caused large companies to simply go out of business. And in almost all of the cases, one of the common factors tends to be lack of user involvement. Some might find it simply amazing that when writing software that might cost millions and millions of dollars there is a lack of user involvement. However, to experienced practitioners of the craft of producing software, it is not amazing at all. Bizarrely, the more software seems to cost, the less concerned users are with involvement in its creation. It is like the mere act of spending lots of money somehow relieves them of the responsibility of being…well….responsible. In fact, for really large-scale software, it is often next to impossible to actually identify who the users are!

I have been teaching software engineering since the 1970s. Back in the day, we had the waterfall model. We realized, of course, that nobody really followed it—but it was what we had. That is, until the Spiral Model came along. And we realized that everybody really did it over and over and over again until they got it right (or, if not right, at least usable).

But the large-scale models did not adequately address the constant and continuing needs for more user involvement, getting the requirements right, getting a design that will be usable, uncovering the missing functionality, making sure that users’ needs and wants are met, and ensuring the validity of the software before it is released to the users.

Is agile and/or rapid development the cure to all of our ills? Does it guarantee the correct software? Does it ensure validity? Does it make the users happy?

No, of course not. It is just a technique. But, it is a technique that focuses on smaller increments. It also focuses on having user involvement frequently, and in time to gently guide the development process so that it has a better chance of delivering software that the user will have a stake in.

And it will help in delivering software that users might just have a little more faith in.

David A. Cook, Ph.D.
Stephen F. Austin State University
cookda@sfasu.edu
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